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Digital Resonant Current Controllers For Voltage
Source Converters
Alejandro Gómez Yepes

(ABSTRACT)

Sinusoidal current regulation of voltage source converters is an aspect of paramount impor-
tance to achieve a high level of performance in a lot of different applications, such as ac motor
drives, active power filters, wind turbines, static synchronous compensators, photovoltaic in-
verters or active rectifiers.

One of the most extended types of current regulators are resonant controllers, which achieve
zero steady-state error at selected frequencies, while providing a good combination of simplic-
ity and high performance. Nevertheless, there are certain aspects with regard to these controllers
that have not been approached in the technical literature on the matter, and that should be inves-
tigated in order to take advantage of their actual potential.

Most studies devoted to resonant controllers have been carried out in the continuous do-
main; however, their observations and conclusions cannot be directly applied to digital devices,
which work in the discrete-time domain. In nowadays scenarios, most current controllers are
implemented in digital platforms, so the influence of the discretization process should not be
ignored. Several discrete-time implementations of resonant controllers have been proposed, but
a comparison among the performance obtained by a wide variety of discretization techniques
applied to resonant controllers has not been presented at this point. One of the contributions of
this thesis consists in an in-depth comparison among the effects of discretization strategies when
applied to resonant controllers. The discretization process is proved to be of great importance
in these regulators, mainly because of their resonant characteristics. The optimum discrete-
time implementation alternatives are assessed, in terms of their influence on the resonant peak
location and the phase versus frequency response.

The implementations of resonant controllers based on two interconnected integrators are
widely employed due to their simplicity regarding frequency adaptation. However, it is proved
in this thesis that these schemes require lower resource consumption, but at the expense of im-
portant inaccuracies that significantly worsen the performance, except for very low resonant
frequencies and sampling periods. Alternative implementations based on two integrators are
proposed in this dissertation, which achieve higher performance by means of more accurate
resonant peak locations and delay compensation, while maintaining the advantage on low com-
putational burden and good frequency adaptation of the original schemes.

The analysis and design of resonant controllers is also approached. The existing methods,
which are mainly based on the phase margin criterion, present some limitations, specially when
there are multiple 0 dB crossings in the gain versus frequency response. This situation arises in
cases such as selective control and when relatively high resonant frequencies with respect to the



switching frequency are required (e.g., in high power converters, where the switching frequency
should be low in order to reduce the commutation losses). In this thesis, resonant controllers
are analyzed by means of Nyquist diagrams. It is proved that the minimization of the sensitivity
peak permits to achieve a greater performance and stability rather than by maximizing the gain
or phase margins. A systematic method, supported by closed-form analytical expressions, is
proposed to obtain the highest stability and performance, even when there are multiple 0 dB
crossings.

Contributions of this dissertation have been published in three JCR-indexed journal papers
and presented at two international conferences.



Acknowledgments

First of all, I sincerely thank my advisor, Dr. Jesús Doval Gandoy. He gave me the oppor-
tunity to devote myself to one of the most fascinating and rewarding tasks. I consider myself
extremely lucky to have found such an enthusiastic and competent leader.

I wish to gratefully acknowledge Dr. Francisco D. Freijedo for all his patience and help
during these years. A great part of this work would not have been possible without his support.

Also, I am very grateful to Dr. Óscar López for all his technical support, style suggestions
and help with LATEX.

I express my gratitude to Prof. Emil Levi for allowing me to join to the RCEEE Electric
Machines and Drives research group of the Liverpool John Moores University for a research
stay.

I would also like to express my sincere gratitude to the members of the Ph.D. Committee
for their unselfish collaboration in the evaluation of my work.

Many thanks to my colleagues of the Department of Electronics Technology of the Uni-
versity of Vigo, because of their continuous support and the good moments we have shared.
Specially, I would like to mention Jano, Pablo, Ana, Ortiz, Alex, Felipe, Miguel and Javier.

To my family, for all their care and support, thanks. This dissertation is specially dedicated
to you.





A mi familia
y amigos





Contents

Contents i

List of Figures v

List of Tables ix

List of Abbreviations and Acronyms xi

Nomenclature xiii

1 Introduction 1
1.1 Motivation and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Background and Review of Previous Research . . . . . . . . . . . . . . . . . . 2

1.2.1 Stationary and Synchronous Frames . . . . . . . . . . . . . . . . . . . 2
1.2.2 Plant Model for Digitally Current-Controlled VSCs . . . . . . . . . . . 3

1.2.2.1 L Filters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2.2 LCL Filters . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2.3 Discrete-Time Plant Model . . . . . . . . . . . . . . . . . . 6

1.2.3 Hysteresis Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.3.1 Conventional Two-Level Fixed-Band Hysteresis Control . . . 8
1.2.3.2 Minimization of Interference Between Phases . . . . . . . . 9
1.2.3.3 Variable-Band Hysteresis Control . . . . . . . . . . . . . . . 9
1.2.3.4 Other Improvements and Proposals . . . . . . . . . . . . . . 10
1.2.3.5 Digital Implementation . . . . . . . . . . . . . . . . . . . . 10

1.2.4 Deadbeat Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.5 PI Control in SRF . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.2.5.1 Conventional PI . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.5.2 PI with Cross-Coupling Decoupling . . . . . . . . . . . . . 15
1.2.5.3 Complex Vector PI . . . . . . . . . . . . . . . . . . . . . . 15

1.2.6 Repetitive Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2.6.1 Repetitive Controllers in Recursive Form . . . . . . . . . . . 17
1.2.6.2 DFT-Based Repetitive Controllers . . . . . . . . . . . . . . . 22

1.2.7 Resonant Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2.7.1 Fundamentals of PR Controllers . . . . . . . . . . . . . . . 24
1.2.7.2 Fundamentals of VPI Controllers . . . . . . . . . . . . . . . 26
1.2.7.3 Considerations About Simultaneous Cross-Coupling Decou-

pling for Both Positive- and Negative-Sequences . . . . . . . 27

i



ii CONTENTS

1.2.7.4 Resonant Controllers in Fundamental SRF . . . . . . . . . . 29
1.2.7.5 Relation with Repetitive Controllers . . . . . . . . . . . . . 30
1.2.7.6 Analysis and Design . . . . . . . . . . . . . . . . . . . . . . 32

1.3 Major Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2 Effects of Discretization Methods on the Performance of Resonant Controllers 41
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.2 Digital Implementations of Resonant Controllers without Delay Compensation 43

2.2.1 Implementations Based on the Continuous Transfer Function Discretiza-
tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.2.2 Implementations Based on Two Discrete Integrators . . . . . . . . . . 43
2.3 Influence of Discretization on Roots Distribution . . . . . . . . . . . . . . . . 45

2.3.1 Resonant Poles Displacement . . . . . . . . . . . . . . . . . . . . . . 45
2.3.2 Effects on Zeros Distribution . . . . . . . . . . . . . . . . . . . . . . . 48

2.3.2.1 Displacement of R1h(s) Zeros by Group E Discretizations . . 48
2.3.2.2 Displacement of R2h(s) Zeros by Group E Discretizations . . 49
2.3.2.3 Displacement of Zeros by Group D Discretizations . . . . . . 50

2.4 Influence of Discretization on Delay Compensation . . . . . . . . . . . . . . . 50
2.4.1 Delay Compensation in the Continuous Domain . . . . . . . . . . . . 50
2.4.2 Discrete-Time Implementations of Delay Compensation Schemes . . . 53
2.4.3 Study of Discretization Effects on Delay Compensation . . . . . . . . 54

2.5 Summary of Optimum Discrete-Time Implementations . . . . . . . . . . . . . 59
2.6 Experimental Setup Description . . . . . . . . . . . . . . . . . . . . . . . . . 60

2.6.1 Tuning of GPRh Controllers . . . . . . . . . . . . . . . . . . . . . . . . 63
2.6.2 Tuning of GVPIh Controllers . . . . . . . . . . . . . . . . . . . . . . . 63

2.7 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.7.1 Comparison of Steady-State Error Provided by Discrete-Time Imple-

mentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.7.1.1 Steady-State Error of GPRh(s) Discretizations . . . . . . . . 65
2.7.1.2 Steady-State Error of GVPIh(s) Discretizations . . . . . . . . 65

2.7.2 Test of Discrete-Time Delay Compensation . . . . . . . . . . . . . . . 67
2.7.2.1 Delay Compensation in PR controllers . . . . . . . . . . . . 69
2.7.2.2 Delay Compensation in VPI controllers . . . . . . . . . . . . 69

2.7.3 Comparison of Computational Burden . . . . . . . . . . . . . . . . . . 70
2.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3 High Performance Digital Resonant Current Controllers Implemented with Two
Integrators 75
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.2 Review of Resonant Controllers Implemented with Two Integrators . . . . . . . 76

3.2.1 Resonant Controllers in the Continuous Domain . . . . . . . . . . . . 76
3.2.2 Discretization of Schemes Based on Two Integrators and Its Inaccuracies 78

3.3 Correction of Poles: Improvement in Resonant Frequency Accuracy . . . . . . 79
3.4 Correction of Zeros: Improvement in Delay Compensation Accuracy . . . . . . 82

3.4.1 Improvement in Target Leading Angle Expression . . . . . . . . . . . 83



CONTENTS iii

3.4.2 Enhanced Discrete-Time Delay Compensation Schemes Based on Two
Integrators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.4.2.1 Correction of Delay Compensation Technique . . . . . . . . 87
3.4.2.2 Comparison of Leading Angle Accuracy of the Different De-

lay Compensation Techniques . . . . . . . . . . . . . . . . . 91
3.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

3.5.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.5.2 Improvement in Resonant Frequency Accuracy . . . . . . . . . . . . . 92
3.5.3 Improvement in Delay Compensation Accuracy . . . . . . . . . . . . . 96

3.5.3.1 Nominal Conditions . . . . . . . . . . . . . . . . . . . . . . 96
3.5.3.2 Frequency Deviations from Nominal . . . . . . . . . . . . . 97
3.5.3.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4 Analysis and Design of Resonant Current Controllers for Voltage Source Convert-
ers by Means of Nyquist Diagrams and Sensitivity Function 101
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.2 Analysis of Stability Margins by Means of Nyquist Diagrams . . . . . . . . . . 103

4.2.1 Nyquist diagrams of PR Controllers . . . . . . . . . . . . . . . . . . . 104
4.2.2 Nyquist Diagrams of VPI Controllers . . . . . . . . . . . . . . . . . . 110

4.3 Relation Between Closed-Loop Anomalous Peaks and the Sensitivity Function 112
4.3.1 Relation Between the Closed-Loop Transfer Function and the Sensitiv-

ity Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.3.2 Anomalous Closed-Loop Peaks . . . . . . . . . . . . . . . . . . . . . 114

4.4 Minimization of Sensitivity Function . . . . . . . . . . . . . . . . . . . . . . . 116
4.4.1 Sensitivity Minimization in PR Controllers . . . . . . . . . . . . . . . 117
4.4.2 Sensitivity Minimization in VPI Controllers . . . . . . . . . . . . . . . 118

4.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.5.1 Sensitivity Minimization by Means of Optimum Leading Angle . . . . 119

4.5.1.1 Sensitivity Minimization in PR Controllers . . . . . . . . . . 120
4.5.1.2 Sensitivity Minimization in VPI controllers . . . . . . . . . . 121

4.5.2 Active Power Filter Operating at Low Switching Frequency . . . . . . 123
4.5.2.1 APF with PR Controllers . . . . . . . . . . . . . . . . . . . 124
4.5.2.2 APF with VPI controllers . . . . . . . . . . . . . . . . . . . 126

4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

5 Conclusions and Future Research 129
5.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.2 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.3 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

References 131

A Mathematical Development of Expressions for Chapter 2 159
A.1 Discretization of Resonant Controllers without Delay Compensation . . . . . . 159

A.1.1 Zero-Order Hold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
A.1.2 First-Order Hold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160



iv CONTENTS

A.1.3 Forward Euler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
A.1.4 Backward Euler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
A.1.5 Tustin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
A.1.6 Tustin with Prewarping . . . . . . . . . . . . . . . . . . . . . . . . . . 161
A.1.7 Zero-Pole Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
A.1.8 Impulse Invariant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
A.1.9 Forward Euler & Backward Euler . . . . . . . . . . . . . . . . . . . . 163
A.1.10 Backward Euler & Backward Euler + Delay . . . . . . . . . . . . . . . 163
A.1.11 Tustin & Tustin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

A.2 Discretization of Resonant Controllers with Delay Compensation . . . . . . . . 164
A.2.1 Zero-Order Hold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.2.2 First-Order Hold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
A.2.3 Tustin with Prewarping . . . . . . . . . . . . . . . . . . . . . . . . . . 166
A.2.4 Zero Pole Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
A.2.5 Impulse Invariant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
A.2.6 Forward Euler & Backward Euler . . . . . . . . . . . . . . . . . . . . 168

B Mathematical Development of Expressions for Chapter 3 171
B.1 Phase of Plant Model at a Given Frequency . . . . . . . . . . . . . . . . . . . 171
B.2 Slope of Plant Model Phase at a Given Frequency . . . . . . . . . . . . . . . . 171

C Mathematical Development of Expressions for Chapter 4 173
C.1 KPT Expression as a Function of ηP . . . . . . . . . . . . . . . . . . . . . . . 173
C.2 φ ′h Expression for ηh Maximization in PR Controllers . . . . . . . . . . . . . . 175

D Further Information About Testing Facilities 177
D.1 dSPACE Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
D.2 Voltage Source Converter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
D.3 Chroma Voltage Source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
D.4 Kepco Bidirectional Power Supply . . . . . . . . . . . . . . . . . . . . . . . . 179
D.5 HP Power Supply for DC-Link . . . . . . . . . . . . . . . . . . . . . . . . . . 180
D.6 Programmable Load . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
D.7 Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
D.8 Inductors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183



List of Figures

1.1 Relation between the stationary and synchronous reference frames. . . . . . . . 3
1.2 Current-controlled VSC supplying a voltage source (or equivalent) through a

low-pass filter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Bode diagrams of L and LCL filters, with equivalent parameters at low frequen-

cies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Block diagram of LCL filter. . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Block diagram of current control closed-loop (stationary frame). . . . . . . . . 7
1.6 Basic hysteresis controller implementation, referred to one phase. . . . . . . . 8
1.7 Closed-loop Bode diagram provided by GDB(z) controller. . . . . . . . . . . . 12
1.8 Conventional PI control in SRF. . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.9 Conventional PI control in SRF, including a leading angle φ ′h . . . . . . . . . . . 14
1.10 Complex vector block diagrams of closed-loop with different PI controllers in

SRF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.11 Generation of periodic signal with period ndTs. . . . . . . . . . . . . . . . . . 17
1.12 Implementation of repetitive controller, according to (1.23). Resonant peaks are

placed at both odd and even harmonics. . . . . . . . . . . . . . . . . . . . . . 18
1.13 Implementation of repetitive controller that leads to resonant peaks only at odd

harmonics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.14 Open-loop Bode diagrams of the repetitive controllers shown in Figs. 1.12 and

1.13 with a proportional gain equal to one in parallel. . . . . . . . . . . . . . . 19
1.15 Repetitive controller proposed in [19], which presents notches (zeros) at the in-

termediate frequencies between the resonant peaks. Resonant peaks are placed
at both odd and even harmonics. . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.16 Modification of the repetitive controller shown in Fig. 1.15 that places resonant
peaks only at odd harmonics and notches at even harmonics. . . . . . . . . . . 20

1.17 Open-loop Bode diagrams of the repetitive controllers shown in Figs. 1.15 and
1.16. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.18 Modification of the repetitive controller shown in Fig. 1.15 that places resonant
peaks at 6k±1 harmonics and notches at 3k harmonics, with k ∈ N. . . . . . . 21

1.19 Open-loop Bode diagram of the repetitive controller shown in Fig. 1.18. . . . . 21
1.20 Repetitive controller based on the DFT . . . . . . . . . . . . . . . . . . . . . . 22
1.21 Open-loop Bode diagram of the DFT-based repetitive controller with a propor-

tional gain equal to one in parallel. . . . . . . . . . . . . . . . . . . . . . . . . 23
1.22 Block diagrams of frequency adaptive resonant controllers GPRh(s) and Gd

PRh
(s)

based on two integrators. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

v



vi LIST OF FIGURES

1.23 Block diagram of PI controllers with cross-coupling decoupling schemes im-
plemented in positive- and negative-sequence SRF simultaneously. . . . . . . . 28

1.24 Open-loop Bode diagrams GC(z)GPL(z) obtained with PR controllers without
delay compensation, for different KIh values. . . . . . . . . . . . . . . . . . . . 34

1.25 Closed-loop Bode diagrams using PR controllers with and without delay com-
pensation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

1.26 Closed-loop Bode diagrams using VPI controllers. . . . . . . . . . . . . . . . 37

2.1 Block diagram of frequency adaptive GVPIh(s) controller based on two integrators. 44
2.2 Pole locus of the discretized resonant controllers. . . . . . . . . . . . . . . . . 46
2.3 Deviation of the actual resonant frequency fa of the discretized controller from

the resonant frequency h f1 of the continuous controller. . . . . . . . . . . . . . 47
2.4 Bode plot of R1h(s) discretized with group E methods, tuned at h f1 = 350 Hz

and with fs = 10 kHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.5 Study of group E discretizations effect on R2h(s) zeros. . . . . . . . . . . . . . 51
2.6 Frequency response of R1h(s) and GVPIh(s) implemented with group D methods,

tuned at h f1 = 350 Hz and with fs = 10 kHz. . . . . . . . . . . . . . . . . . . . 52
2.7 Implementations of Rd

1h
(s) and Rd

2h
(s) based on two integrators. . . . . . . . . . 53

2.8 Frequency response of Rd
1h
(s) and Rd

2h
(s), for different values of ns. . . . . . . . 54

2.9 Study of the error in degrees εφh between the expected and the actual phase
within a vicinity of the resonant frequency, for Rd

1h
(s) and Rd

2h
(s) discretized

with group E methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.10 Study of the error in degrees εφh between the expected and the actual phase

within a vicinity of the resonant frequency, for Rd
1h
(s) and Rd

2h
(s) discretized

with group D methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.11 Active power filter lab prototype circuit and controller . . . . . . . . . . . . . . 62
2.12 Open-loop Bode diagram of GC(z)GPL(z), for PR controllers with nh = 15. . . 64
2.13 Spectrum of programmed load current iL to test the effect of resonant poles

displacement, both for GPRh(z) and GVPIh(z). . . . . . . . . . . . . . . . . . . 65
2.14 Steady-state currents and spectra of iS for different discrete implementations of

GPRh(s), with nh = 15 and f1 = 50 Hz. . . . . . . . . . . . . . . . . . . . . . . 67
2.15 Steady-state currents and spectra of iS for different discrete implementations of

GVPIh(s), with nh = 15 and f1 = 50 Hz. . . . . . . . . . . . . . . . . . . . . . 68
2.16 Spectrum of programmed load current iL for the tests of discrete-time delay

compensation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.17 Steady-state currents and spectra of iS when implementing digital compensa-

tion of the computational delay, with ns = 2, nh = 61 and f1 = 50 Hz. . . . . . 70
2.18 Steady-state currents and spectra of iS for frequency adaptive implementations

of Table 2.10, with nh = 15 and f1 = 52 Hz. . . . . . . . . . . . . . . . . . . . 74

3.1 Block diagrams of continuous resonant controllers based on two integrators. . . 77
3.2 Open-loop Bode diagrams provided by PR controllers with different φh values. 78
3.3 Block diagrams of digital resonant controllers based on two integrators, includ-

ing proposed correction (3.5) for the resonant poles. . . . . . . . . . . . . . . . 80
3.4 Resonant frequency error with the proposed correction (3.5) for the implemen-

tations based on two discrete integrators, as a function of h f1 and fs. . . . . . . 81



LIST OF FIGURES vii

3.5 Resonant frequency error with the proposed correction (3.5) for the implemen-
tations based on two discrete integrators, as a function of the ratio h f1/ fs. . . . 82

3.6 Comparison of |∠GPL(z)| and leading angle provided by different expressions. 84
3.7 Closed-loop Bode diagrams using PR controllers with phase lead of two sam-

ples and according to (3.14), for h f1 ∈ {1050,1150, ...,2250} Hz. In both cases,
φh = φ ′h has been assured. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.8 Open-loop Bode diagrams GC(z)GPL(z) using PR controllers with phase lead
of two samples and according to (3.14). . . . . . . . . . . . . . . . . . . . . . 86

3.9 Open-loop Bode diagrams provided by Gd imp

PRh
(z) and Gd ′

PRh
(z). . . . . . . . . . . 88

3.10 High performance proposed implementations of PR controllers based on two
integrators, including resonant poles correction (3.5) and with different delay
compensation techniques. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

3.11 Leading angle error φh−φ ′h provided by different implementations in presence
of f1 deviations, with φ ′h according to (3.14), and for h ∈ {1,3,5, ...,45}. . . . . 91

3.12 Spectrum of programmed load current iL. . . . . . . . . . . . . . . . . . . . . 93
3.13 Steady-state currents and spectra of source current iS for different values of nT,

with f1 = f1n = 50 Hz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.14 Test of frequency adaptation provided by Fig. 3.10b proposed scheme. . . . . . 97

4.1 Nyquist diagram of generic [KPT +KIh Rd
1h
(z)]GPL(z). . . . . . . . . . . . . . . 105

4.2 Nyquist diagrams of
[
KPT +KIh Rd

1h
(z)
]

GPL(z) (φ ′h = 0) for different values of
KPT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.3 Examples of [KPT +KIh Rd
1h
(z)]GPL(z) with two different Rd

1h
, which show that

ηh provides more information about the actual proximity to instability than PMh. 108
4.4 Examples of [KPT +KIh Rd

1h
(z)]GPL(z) with two different φ ′h, which show that

φ ′h = ∠GPL(e jhω1Ts) increases PMh at the expense of reducing ηh with respect
to other φ ′h values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.5 KPT tuning to obtain a certain ηP, according to (4.5). . . . . . . . . . . . . . . 109
4.6 Nyquist diagram of generic Gd

VPIh
(z)GPL(z). . . . . . . . . . . . . . . . . . . . 110

4.7 Effect of Kh variation in Gd
VPIh

(z) controller. . . . . . . . . . . . . . . . . . . . 111
4.8 Relation between CL(z) and S(z) = 1/D(z), according to (4.9). . . . . . . . . . 113
4.9 Examples of closed-loop anomalous peaks. Point A corresponds with the reso-

nant frequency h f1, and B is the closest point to (−1,0 j). . . . . . . . . . . . . 116
4.10 Optimum asymptote at hω1 in order to maximize D(z) at frequencies around

hω1, in Gd
PRh

(z) controllers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.11 Optimum φ ′h values in order to maximize D(z) around h f1, as a function of h f1

and KPT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.12 Experimental setup for the tests of section §4.5.1. . . . . . . . . . . . . . . . . 119
4.13 Experimental tests that compare the effect of a i∗ deviation from f1 = 50 Hz

to f1 = 50.46 Hz on a Gd
PRh

(z) controller tuned at h = 13, when φ ′h = 0 and φ ′h
according to proposed expression (4.17) are employed. . . . . . . . . . . . . . 121

4.14 Experimental tests that compare the effect of a i∗ deviation from f1 = 50 Hz to
f1 = 49.6 Hz on a Gd

PRh
(z) controller tuned at h = 15, when φ ′h = 2.2698 rad≈

∠GPL(e jhω1Ts) and φ ′h according to proposed expression (4.17) are employed. . 122



viii LIST OF FIGURES

4.15 Experimental tests that compare the effect of a i∗ deviation from f1 = 50 Hz to
f1 = 50.12 Hz on a Gd

VPIh
(z) controller tuned at h = 26, when φ ′h = 0 and φ ′h

according to proposed expression (4.17) are employed. . . . . . . . . . . . . . 123
4.16 Spectrum of the current iL demanded by the load, in the active power filter tests. 124
4.17 Nyquist diagram of active power filter current control GC(z)GPL(z) with PR

controller. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.18 Experimental captures of active power filter operating at low switching fre-

quency and with PR current controller. . . . . . . . . . . . . . . . . . . . . . . 126
4.19 Active power filter transient performance with PR controller when the harmonic

compensation is enabled. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.20 Nyquist diagram of active power filter current control GC(z)GPL(z) with VPI

controllers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.21 Experimental captures of active power filter operating at low switching fre-

quency and with VPI current controllers. . . . . . . . . . . . . . . . . . . . . . 127
4.22 Active power filter transient performance with VPI controllers when the har-

monic compensation is enabled. . . . . . . . . . . . . . . . . . . . . . . . . . 128

C.1 Matlab script to obtain (C.6) and (C.9). . . . . . . . . . . . . . . . . . . . . . . 175

D.1 Block diagram of dSPACE DS1004 platform. . . . . . . . . . . . . . . . . . . 178
D.2 Voltage source converter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
D.3 Chroma 61501 voltage source. . . . . . . . . . . . . . . . . . . . . . . . . . . 180
D.4 Kepco BOP100-4D bidirectional power supply. . . . . . . . . . . . . . . . . . 180
D.5 HP 6035A power supply. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
D.6 Hocherl & Hackl ZSAC426 programmable load. . . . . . . . . . . . . . . . . 181
D.7 Tektronix TPS2014 digital oscilloscope. . . . . . . . . . . . . . . . . . . . . . 181
D.8 Box including voltage and current sensors, as well as their conditioner circuits. 182
D.9 Inductors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182



List of Tables

2.1 Relations for discretizing R1h(s) and R2h(s) by different methods . . . . . . . . 43
2.2 z-domain transfer functions obtained by discretization of R1h(s) and R2h(s) by

different methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.3 Discrete transfer functions GPRh(s) and GVPIh(s) obtained by two discretized

integrators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.4 Groups of expressions with identical poles in the z-domain . . . . . . . . . . . 46
2.5 Rd

1h
(s) discretized by groups E and D . . . . . . . . . . . . . . . . . . . . . . . 55

2.6 Rd
2h
(s) discretized by groups E and D . . . . . . . . . . . . . . . . . . . . . . . 55

2.7 Performance summary of the discrete-time implementations . . . . . . . . . . 59
2.8 Optimum discrete-time implementations . . . . . . . . . . . . . . . . . . . . . 60
2.9 Power circuit values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.10 Implementation code for the tests of computational burden . . . . . . . . . . . 71
2.11 Execution time of the controllers in the tests of steady-state error . . . . . . . . 72

3.1 Resonant frequency error (Hz) with fs = 10 kHz . . . . . . . . . . . . . . . . . 81
3.2 Phase margin (deg) of individual resonant controllers . . . . . . . . . . . . . . 87
3.3 Implementation code for the tests of section §3.5.2 . . . . . . . . . . . . . . . 93
3.4 Current control execution times . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.1 Power circuit values for tests of section §4.5.1 . . . . . . . . . . . . . . . . . . 119
4.2 Power circuit values for tests of section §4.5.2 . . . . . . . . . . . . . . . . . . 124

ix



x LIST OF TABLES



List of Abbreviations and Acronyms

ADC analog to digital converter

APF active power filter

DCT discrete cosine transform

DFT discrete Fourier transform

DSP digital signal processor

EMF electromotive force

ESR equivalent series resistance

FFT fast Fourier transform

FIR finite impulse response

FOH first-order hold

FPGA field-programmable gate array

IEEE Institute of Electrical and Electronic Engineers

IGBT insulated-gate bipolar transistor

PC personal computer

PCC point of common coupling

PCI peripheral component interconnect

PI proportional-integral

PICCD PI controller with cross-coupling decoupling

PLL phase-locked loop

PMSM permanent magnet synchronous motor

PPC PowerPC

PR proportional-resonant

xi



xii LIST OF ABBREVIATIONS AND ACRONYMS

PWM pulsewidth modulation

RMS root mean square

RTI real-time interface

SDRAM synchronous dynamic random memory

SRF synchronous reference frame

STATCOM static synchronous compensator

THD total harmonic distortion

UPS uninterrumpible power supply

VPI vector proportional-integral

VSC voltage source converter

ZOH zero-order hold

ZPM zero-pole matching



Nomenclature

BPFh Transfer function of band-pass filter centered at h f1.

C Capacitance.

C Clarke transformation matrix.

Ch Corrected input for resonant controllers implemented with two integrators that im-
proves the resonant frequency accuracy.

CL Closed-loop transfer function.

D Distance between the Nyquist plot and the critical point (−1,0 j).

δ Constant in the range (0,1] that adds damping to the poles of a repetitive controller
with feedforward path.

e Tracking error i∗− i.

emax Upper bound of the band for a hysteresis controller.

emin Lower bound of the band for a hysteresis controller.

E Z transform of e.

εd Difference between |CL(z)| and its average value 1/ |D(z)|, when ∠D(z) varies in the
range (−π ,π).

εφh Error in degrees between the expected and the actual phase within a vicinity of the
resonant frequency of a resonant term with delay compensation.

f1 Fundamental frequency in hertz.

f1n Nominal value of f1.

f90 Frequency in hertz located a decade above the L filter pole.

fa Actual resonant frequency in hertz of a resonant controller in the z-domain.

fc Crossover frequency of KPT GPL(z) in hertz.

fres Resonant frequency in hertz of an LCL filter.

xiii



xiv NOMENCLATURE

fs Sampling frequency in hertz.

fsw Switching frequency in hertz.

F1 Expression to calculate which KPT should be employed in order to achieve a certain
sensitivity peak 1/ηP when implementing PR controllers.

F2 Expression for φ ′h to minimize ηh in PR Controllers.

φh Difference between the actual phase provided by a given resonant controller at fre-
quencies infinitely close to hω1 and that provided by GPRh(s).

φ ′h Parameter to introduce delay compensation in a resonant controller transfer function.
In the case of Gd

PRh
controllers, it is also the target (design) value for φh.

φ ′hn Particular case of φ ′h , which represents the target φh for a Gd
PRh

controller tuned at the
harmonic h of the nominal fundamental frequency ω1n.

φ ′o Ordinate at the origin of φ ′h expression.

GC Transfer function of current controller.

GL Transfer function of L filter [I(s)/VC(s)].

GC
LCL Transfer function of LCL filter, when control of iC is performed [IC(s)/VC(s)].

GG
LCL Transfer function of LCL filter, when control of iG is performed [IG(s)/VC(s)].

G ′L GL transformed to fundamental SRF.

GPI Transfer function of conventional PI controller.

GPIh Transfer function of conventional PI controller in a SRF rotating at ωo = hω1.

G+
PIh

Equivalent transfer function in stationary frame of a GPIh controller implemented in a
positive-sequence SRF.

G−PIh
Equivalent transfer function in stationary frame of a GPIh controller implemented in a
negative-sequence SRF.

GcPIh Transfer function of complex vector PI controller.

G+
cPIh

Equivalent transfer function in stationary frame of a GcPIh controller implemented in a
positive-sequence SRF.

G−cPIh
Equivalent transfer function in stationary frame of a GcPIh controller implemented in a
negative-sequence SRF.

GPL Transfer function of plant model.

GPRh Transfer function of PR controller tuned at harmonic order h.



xv

Gd
PRh

Transfer function of PR controller with delay compensation and tuned at harmonic
order h.

Gd ′
PRh

Transfer function to obtain an accurate phase lead (φh = φ ′h) in the discrete-time domain
for a PR controller with delay compensation and tuned at harmonic order h.

GVPIh Transfer function of VPI controller tuned at harmonic order h.

GcVPIh Modification of GVPIh to achieve full plant cross-coupling decoupling when imple-
mented in fundamental SRF.

Gd
VPIh

Transfer function of VPI controller with delay compensation and tuned at harmonic
order h.

GMh Gain margin of a resonant controller tuned at harmonic order h: either KPT +KIh R1h(z),
KPT +KIh Rd

1h
(z), GVPIh(z) or Gd

VPIh
(z).

GMP Gain margin of KPT GPL(z).

γh Angle between the asymptote of a Nyquist trajectory at hω1 (limit from the left) and
the real axis.

η Modulus of the minimum distance between a Nyquist plot and the critical point
(−1,0 j).

ηh Modulus of the minimum distance between the critical point (−1,0 j) and the Nyquist
plot of a resonant controller tuned at harmonic order h: either KPT +KIh R1h(z),
KPT +KIh Rd

1h
(z), GVPIh(z) or Gd

VPIh
(z).

ηP Modulus of the minimum distance between the critical point (−1,0 j) and the Nyquist
plot of KPT GPL(z).

i Generic current signal.

i∗ Generic current reference.

ia Phase a current in a three-phase system.

iα Projection of the current onto the α axis of a stationary frame.

iαβ Current complex vector, expressed in stationary frame (iα+ j iβ).

i∗αβ Reference for iαβ.

ib Phase b current in a three-phase system.

iβ Projection of the current onto the β axis of a stationary frame.

ic Phase c current in a three-phase system.

iC Converter-side current in an LCL filter.



xvi NOMENCLATURE

id Projection of the current onto the d axis of a SRF.

i∗d Reference for id.

idq Current complex vector, expressed in SRF (id + j iq).

i∗dq Reference for idq.

iF Current supplied by a VSC operating as a shunt APF.

iG Grid-side current in an LCL filter.

i∗F Reference for iF.

i∗F1
Fundamental component of i∗F.

iL Current demanded by a nonlinear load.

iL1 Fundamental component of iL.

iLh Harmonic components of iL.

iS Current supplied by a voltage source.

I Laplace or Z transform of i.

I ∗ Laplace or Z transform of i∗.

IC Laplace transform of iC.

IG Laplace transform of iG.

iq Projection of the current onto the q axis of a SRF.

i∗q Reference for iq.

k Generic natural value.

Kd Degree of freedom in the zero-pole matching discretization method.

kh Gain of a GcPIh controller, equal to kPh/LF.

Kh Gain of a VPI controller, equal to KPh/LF.

kI Integral gain of a GPI controller.

kIh Integral gain of a GPIh or GcPIh controller.

KIh Integral gain of a resonant controller tuned at harmonic order h.

kP Proportional gain of a GPI controller.



xvii

kPh Proportional gain of a GPIh or GcPIh controller.

KPh Proportional gain of a resonant controller tuned at harmonic order h.

KPT Sum of the KPh gains of all PR controllers included in GC(z).

L Laplace transform.

L−1 Inverse Laplace transform.

LC Converter-side inductance in an LCL filter.

LF Inductance of the L filter in series with the VSC.

LG Grid-side inductance in an LCL filter.

LS Output inductance of voltage source.

λ Slope of −∠GPL(z) with respect to frequency at a certain frequency ωλ .

λk Generic real value. The subindex k ∈ N is employed to distinguish among several real
values.

m Pulsewidth modulation duty cycle.

nd Number of samples delayed in order to implement a repetitive controller. It is selected
so that ndTs = 1/ f1.

nh Highest harmonic order to be controlled by means of resonant controllers.

ns Number of samples to compensate by delay compensation.

nT Taylor series order for the resonant poles correction Ch.

Nh Set of harmonic orders to be controlled.

P Park transformation matrix.

PMh Phase margin of a resonant controller tuned at harmonic order h: either
KPT +KIh R1h(z), KPT +KIh Rd

1h
(z), GVPIh(z) or Gd

VPIh
(z).

PMP Phase margin of KPT GPL(z).

R1h Resonant term of the form s/(s2 +h2ω2
1 ).

R2h Resonant term of the form s2/(s2 +h2ω2
1 ).

Rd
1h

Resonant term R1h including delay compensation.

Rd
2h

Resonant term R2h including delay compensation.

RF ESR of the L filter in series with the VSC.



xviii NOMENCLATURE

RC ESR of the converter-side inductor, in an LCL filter.

RD Resistance in series with the capacitor, in an LCL filter, to passively damp its reso-
nance.

RG ESR of the grid-side inductor, in an LCL filter.

ρ Variable equal to eRFTs/LF .

S Sensitivity function.

t Time.

Ts Sampling period.

θ1 Phase of grid voltage fundamental component.

θ̂1 Estimated θ1.

v ac Generic alternating voltage, which acts as a perturbation of the current control.

vC Output voltage of the VSC.

vD Voltage drop in the capacitor and damping resistance of an LCL filter.

vdc Dc-link voltage of the VSC.

v∗dc Reference for vdc.

vPCC Voltage in the point of common coupling.

vS Output voltage of voltage source.

Vac Laplace transform of v ac.

VC Laplace transform of vC.

VD Laplace transform of vD.

ω Generic frequency in radians per second.

ωo Synchronous frequency of a SRF in radians per second.

ω1 Fundamental frequency in radians per second.

ω1n Nominal value of ω1.

ω̂1 Estimated ω1.

ωB Frequency that corresponds to point B, at which |D(z)| is minimum, in radians per
second.



xix

ω c Crossover frequency of KPT GPL(z) in radians per second.

ωη Frequency at which |D(z)| has its global minimum ηP, when PR controllers are em-
ployed, in radians per second.

ωλ Frequency at which the slope of −∠GPL(z) with respect to frequency is λ , in radians
per second.

ξh Damping factor of BPFh(s).

Y C Transfer function of converter-side inductor admittance in an LCL filter.

Y G Transfer function of grid-side inductor admittance in an LCL filter.

Z Z transform.

ZD Transfer function of capacitor and damping resistance impedance in an LCL filter.

Superscripts Relative to Discretization Methods (Chapter 2)
X Resonant term or resonant controller discretized with method X , where

X ∈ {zoh, foh, f,b, t, tp,zpm, imp}.

X&Y Resonant term or resonant controller implemented with two discrete integrators, with
the direct one discretized with method X and the feedback one with method Y , where
X ,Y ∈ {zoh, foh, f,b, t, tp,zpm, imp}.

X-Y Resonant controller GVPIh(z) or Gd
VPIh

(z), in which R1h(s) or Rd
1h
(s) is

discretized with method X and R2h(s) or Rd
2h
(s) with method Y , where

X ,Y ∈ {zoh, foh, f,b, t, tp,zpm, imp}.



xx NOMENCLATURE



Chapter 1

Introduction

1.1 Motivation and Objectives

Sinusoidal current regulation of voltage source converters (VSCs) is an aspect of paramount
importance to achieve a high level of performance in a lot of different applications, such as
ac motor drives, active power filters (APFs), wind turbines, static synchronous compensators
(STATCOMs), photovoltaic inverters and active rectifiers. In this manner, the research and
development in the field of current controllers for VSCs has been a very active area in recent
years.

Currently, one of the most extended types of current regulators are resonant controllers,
which achieve zero steady-state error at selected frequencies, while providing a good combina-
tion of simplicity and high performance. Nevertheless, there are certain aspects with regard to
these controllers that have not been approached in the technical literature on the matter, and that
should be investigated in order to take advantage of their actual potential. This work provides an
in-depth study of uncovered issues regarding digital resonant controllers for current regulation
in VSCs.

Most studies devoted to resonant controllers have been carried out in the continuous do-
main; however, their observations and conclusions cannot be directly applied to digital devices,
which work in the discrete-time domain. In nowadays scenarios, most current controllers are
implemented in digital platforms, so the influence of the discretization process should not be
ignored. One of the main objectives of this thesis is to provide an in-depth comparison among
the effects of discretization strategies when applied to resonant controllers, and to develop op-
timized discrete-time implementations to achieve a high performance in combination with a
suitable resource-consumption and complexity.

On the other hand, the existing approaches for analysis and design of digital resonant current
controllers, which are mainly based on the phase margin criterion, are proved in this thesis to
be very limited, specially in cases in which more than one cross-over frequency exists. This
constraint excludes applications such as selective control (which is desirable because of reasons
such as lowering of converter rating) and tracking of relatively high frequencies with respect
to the switching frequency (e.g., in high power converters). Thus, another objective of this
dissertation is to develop a systematic method to obtain the highest stability and performance,
even when there are multiple 0 dB crossings.

1



2 CHAPTER 1. INTRODUCTION

1.2 Background and Review of Previous Research
In this section, several important background concepts are introduced, and a brief review

of the state-of-the-art in current control for VSCs is presented. Special focus is devoted to
proportional-integral (PI) regulators in synchronous reference frame (SRF) and to their equiva-
lents in stationary frame: the repetitive and resonant controllers (with which most contributions
of this thesis deal).

1.2.1 Stationary and Synchronous Frames
Given a three-phase system, with ia, ib and ic being the currents in each of the three phases,

the Clarke transform C can be expressed as

(
iα
iβ

)
=

2
3

(
1 −1

2 −1
2

0
√

3
2 −

√
3

2

)
︸ ︷︷ ︸

C

·


ia
ib
ic

 (1.1)

where iα and iβ result from the projection of a vector iαβ = iα+ j iβ onto a stationary reference
frame with two orthogonal axes: α and β (see Fig. 1.1) [20]. These two variables (and, hence,
also iαβ) include all information about both positive- and negative-sequences of the three-phase
currents, and none about their zero-sequence. Hence, this transformation permits to control the
three currents ia, ib and ic by means of just two controllers (one in each of the αβ axes), as long
as there is no homopolar current (e.g., when there is no neutral wire).

The Park transformation P can be expressed as

(
id
iq
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=

2
3
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·


ia
ib
ic

 (1.2)

where θ = ωot is an instantaneous phase angle at instant t and ωo is the synchronous frequency
[21]. The variables id and iq are the projections of iαβ onto two orthogonal axes rotating with
angular speed ωo. This rotating frame associated with the Park transformation and synchronized
with the phase of the signals to control is known as SRFs. Fig. 1.1 illustrates the relation be-
tween the stationary and synchronous (dq axes) reference frames. The current can be expressed
with respect to the SRF as idq = id + j iq.

The constant 2/3 included in the Clarke and Park transforms assures that the rms and peak
magnitudes of the signals are kept invariant. To maintain the power value,

√
2/3 should be

employed instead.
Transformation between stationary and synchronous frames can be performed by means of

the following relations:

iαβ = idq e jωo t = idq [cos(ωo t)+ j sin( jωo t)] (1.3)

idq = iαβ e− jωo t = iαβ [cos(ωo t)− j sin( jωo t)] . (1.4)
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Figure 1.1: Relation between the stationary (αβ axes) and synchronous (dq axes) reference
frames. The SRF rotates with θ = ωot.

From (1.4), it can be observed that the Park transformation introduces a −ωo frequency
shift in the stationary frame variables. In this manner, the components that alternate at ωo with
respect to the αβ axes become constants in the SRF, so it is easier to operate with their values
and to control them.

1.2.2 Plant Model for Digitally Current-Controlled VSCs
The plant modeling is an essential step for the control analysis, so special care should be

taken to assure its accuracy. The system under study is a VSC whose alternating current is
controlled by means of a digital device. In these converters, usually a passive element filters the
high-order harmonics that result from the commutation of their switches. They can be mainly
classified into first-order inductive filters (L), second-order filters (LC) and third-order filters
(LCL). Nevertheless, it should be noted that LC filters are just a particular case of LCL filters in
which the third inductance is considered to be negligible. Hence, in this section we will focus
on L and LCL ones.

1.2.2.1 L Filters

The generic situation depicted in Fig. 1.2a (single-phase representation) is valid for many
applications, from adjustable speed drives to active filters or active rectifiers [22–24]. It is a
digitally current-controlled VSC with pulsewidth modulation (PWM), connected in series with
an L filter that attenuates the commutation harmonics and a voltage source (or equivalent). LF
and RF are the filter inductance and equivalent series resistance (ESR), respectively (the output
impedance of the source can be included). The signal vC corresponds to the VSC output voltage.
The source voltage v ac may represent, for example, the grid voltage or the back electromotive
force (EMF) of an electric machine. Note that any additional elements connected in parallel to
the voltage source (such as nonlinear loads, in the case of a shunt APF) do not alter this model.
Induction motors can be also transformed into an equivalent LR load as that in Fig. 1.2a by
approximately decoupling the back EMF caused by the rotor flux [25], by means of a rotor flux
estimation as in [26].
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Figure 1.2: Current-controlled VSC supplying a voltage source (or equivalent) through a low-
pass filter (single-phase representation). Other control inputs are omitted for clarity.

The behavior of the L filter can be modeled by the transfer function

GL(s) =
I(s)

VC(s)
=

1
s LF +RF

. (1.5)

The dotted line in Fig. 1.3 represents the Bode diagram of GL(s), in which the filter low-pass
behavior (20 dB per decade) can be appreciated.

1.2.2.2 LCL Filters

Alternatively to L filters, implementation of LCL filters is getting increasing attention in
recent years for grid-connected converters [27], mainly because of its greater attenuation of
commutation harmonics. Fig. 1.2b depicts the single-phase representation of a VSC connected
through an LCL filter. In this case, the voltage source (which supplies v ac) usually corresponds
to the grid voltage, since LCL filters are mainly employed for grid-connected converters (to
meet the grid interconnection standards [28]). LC and RC represent the inductance and ESR of
the converter-side inductor, respectively. LG and RG are the inductance and ESR of the grid-side
inductor. C is the filter capacitance, and RD is the addition of the capacitance ESR and a resistor
that may be placed in series with it to perform passive damping of the LCL resonance [29, 30].
The currents iC and iG are the converter-side and grid-side ones, respectively. It should be
remarked that control can be performed on any of these two currents, by means of the reference
signals i∗C or i∗G.

The relations between the voltages and currents shown in Fig. 1.2b are described by the
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transfer functions
IC(s)

VC(s)−VD(s)
=

1
s LC +RC

= Y C(s) (1.6)

IG(s)
VD(s)−Vac(s)

=
1

s LG +RG
= Y G(s) (1.7)

VD(s)
IC(s)− IG(s)

=
1

sC
+RD = ZD(s). (1.8)

With these expressions, the LCL filter can be modeled by means of the block diagram shown
in Fig. 1.4. Depending on whether iC or iG is considered, and according to the application of
Mason’s gain formula [31] to the LCL block diagram shown in Fig. 1.4, the transfer functions
of the LCL filter can be expressed as

GC
LCL(s) =

IC(s)
VC(s)

=
Y C(s)

[
1+Y G(s)ZD(s)

]
1+Y C(s)ZD(s)+Y G(s)ZD(s)

(1.9)

GG
LCL(s) =

IG(s)
VC(s)

=
Y C(s)Y G(s)ZD(s)

1+Y C(s)ZD(s)+Y G(s)ZD(s)
. (1.10)

The main advantages of LCL filters over L filters are the following [27, 28, 30, 32–34].

• At high frequencies, the gain decays 60 dB per decade instead of 20 dB per decade, be-
cause of their third-order nature. Consequently, they provide better attenuation of switch-
ing harmonics. This can be checked in Fig. 1.3, which shows Bode diagrams of L and
LCL filters.
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• Smaller size and cost, to obtain the same attenuation of commutation harmonics. This is
a consequence of the previous bullet.

• Reduction of electromagnetic interference.

On the other hand, they present the following drawbacks [27, 30, 33–36].

• More complex power circuit. In fact, a lot of works have been published regarding design
issues of LCL filters [28, 29, 37–39].

• A resonance is introduced in the system (at resonant frequency fres in Fig. 1.3), which
may lead to undesired oscillations or instability. Active (by means of digital control)
[30, 32–34, 36, 38, 40–48] and passive (RD 6= 0) [28, 29, 39, 42] damping techniques
have been proposed to attenuate the resonant peak. The former is usually preferable,
since the latter implies greater power losses [42].

• Uncertain resonant modes associated with grid and filter parameter variations. Specific
controllers aimed at enhancing robustness to these uncertainties have been developed
[27, 32, 49, 50].

Regarding the plant model of an LCL filter for the purpose of analysis and design of resonant
controllers, it should be remarked that (1.9) and (1.10) can be usually simplified to (1.5). From
Fig. 1.3, the frequency response of an LCL filter is approximately the same as that of an L filter
at frequencies below the resonant frequency

fres =
1

2π

√
LF +LG

C LF LG
. (1.11)

In fact, LCL filters are usually modeled as L ones in the range of frequencies to be controlled
[29, 37, 47, 51–59]. It should be also remarked that the damping of the LCL resonance does not
affect the frequency response at lower frequencies [46], so this assumption is still valid once the
damping technique is added.

1.2.2.3 Discrete-Time Plant Model

Fig. 1.5a represents the current control closed-loop scheme, where GC(s) is the controller,
i∗ is the current reference, i is the actual current value (with respect to a stationary frame),
e = i∗− i is the tracking error, Ts = 1/ fs is the sampling period and GL(s) is described by (1.5).
The computational delay can be modelled as e−s Ts if the state variables are sampled and the
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duty cycle is updated once per switching period. This is actually the most common solution in
digital signal processors (DSPs) and microcontroller-based control implementations [60].

The voltage source signal v ac of Fig. 1.2a can be eliminated by sensing and adding its
instantaneous value to the output of GC(s) (feedforward signal) as shown in Fig. 1.5a. In any
case, a controller with infinite open-loop gain at the frequency of v ac is usually included in
GC(s) to assure perfect rejection of v ac in steady-state. Thus, for simplicity, this perturbation
may be ignored for the plant modeling [61]. The output of the controller is multiplied by v−1

dc
to make the parameters of GC(s) independent of the bus voltage. Taking into consideration all
these facts, the block diagram may be simplified as shown in Fig. 1.5b.

If the delay due to computation and modulation is neglected (it can be assumed for frequen-
cies much lower than the sampling frequency fs), the plant model in stationary frame GPL(s)
can be considered to be approximately equal to GL(s). This simplification is actually assumed
in many studies [25, 56, 57, 62–69].

To obtain the discrete-time transfer function equivalent to the plant in Fig. 1.5 without
neglecting the delays, the computational delay e−sTs is substituted by z−1 and the PWM block
is replaced by a zero-order hold (ZOH) [61, 70–72]. The ZOH model represents a very good
approximation in the case of triangular carrier waveform [71]. Thus, by discretization of GL(s)
with the ZOH method, the plant model in the z-domain becomes

GPL(z) = z−1 Z

{
L−1

[
1− e−sTs

s
GL(s)

]∣∣∣∣
t=kTs

}
=

z−2

RF

1−ρ−1

1− z−1ρ−1 (1.12)

where ρ = eRFTs/LF [71].

1.2.3 Hysteresis Control
Hysteresis control is an old and popular approach to perform current control in power con-

verters. Actually, some years ago, it has been often regarded as one of the techniques capable
of providing the highest performance [73]. It has been employed with successful results in a lot
of different fields, from its origin to our days [22, 71, 73–107].
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1.2.3.1 Conventional Two-Level Fixed-Band Hysteresis Control

Fig. 1.6 depicts the implementation (in single-line representation) of a basic two-level hys-
teresis current controller. The firing signals for the transistors are obtained by comparison of
the current error e with a hysteresis band. In this manner, when e is greater that emax, the upper
switch is turned on until e becomes lower than emin. On the contrary, when e is lower than
emin, the lower switch is turned on until e becomes greater than emax. In both cases, the other
switch in the same line is fired by the complementary signal, taking into account the delays and
dead-times (not shown in Fig. 1.6). The variables emax and emin are usually set to be equal in
magnitude. When these parameters are constant, this scheme corresponds to the conventional
hysteresis controller with fixed-band, also known as free-running hysteresis controller [74, 75].

The main advantages of the hysteresis current-control technique are simplicity, uncon-
ditioned stability, independence of load parameters, good accuracy and very fast response
[22, 73, 75–91]. Actually, it is capable of providing the fastest dynamic response possible
for a VSC, due to the fact that it does not require any modulator (the state of the switches
is directly obtained by comparison of the actual current and its reference) [71]. On the other
hand, PWM techniques present slower dynamics due to intrinsic modulation delay and current
regulator response time [84].

The basic fixed-band hysteresis technique is affected by the drawbacks of heavy interference
among the phases in the case of a three-phase system with isolated neutral (the instantaneous
error may double the value of the hysteresis band), difficult protection of the converters due to
the randomness in the duty cycle, continuously spread harmonic spectrum and variable switch-
ing frequency [22, 73, 75, 77–80, 82–85, 87–90, 92–97]. These variations in the switching
frequency may become quite problematic, because of the risk of exciting resonant frequencies
of other loads, increase of power losses and semiconductors stress when high switching fre-
quencies are required, significant current ripple when the switching frequency is low and need
for expensive and difficult to design filters [71, 73–75, 77, 79, 81, 96, 98]. The spread spectrum
may cause, among other problems, torque ripple and machine heating [77, 78].

Additional drawbacks of these controllers are their inability to perform selective control
(which would permit to reduce the converter rating and avoid undesired frequencies) and their
great dependence on the converter topology: actually, specific hysteresis regulators have been
proposed for particular topologies such as four-leg [108, 109] and multilevel VSCs [76, 91, 93,
99–102].
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A lot of different solutions have been proposed to overcome these issues. A brief review of
some of the most significant improvements is exposed in the following.

1.2.3.2 Minimization of Interference Between Phases

Several analytical expressions to suppress the coupling between phases, when one hysteresis
controller per-phase is implemented, have been proposed [79–83]. They are based on decom-
posing the error e into two parts, one that depends only on the phase voltages and another one
only due to phase interaction, and then performing the hysteresis control on the first part instead
of on the whole e signal (the usual method).

Nevertheless, phase decoupling can be achieved more easily by means of the Clarke and
Park transforms (see section §1.2.1), given that the homopolar component is not reflected in the
αβ and dq axes. Thus, if a pair of hysteresis controllers is implemented in either of these two
frames, no interference between phases occurs [85, 88, 110]. Furthermore, their use in SRF
offers certain additional advantages in several applications, such as torque-ripple minimization
in ac drives by means of a narrower band for the torque current component (q axis) than for the
flux current component (d axis) [75, 110]

1.2.3.3 Variable-Band Hysteresis Control

The width of the hysteresis band may be modified (adaptive emax and emin), according to
different criteria, to reduce the problems derived from a fixed-band. In this manner, the range of
the switching frequency fluctuations can be limited or fixed to a certain value [22, 77, 79, 81–
84, 95, 98, 103–107, 111], and the harmonic spectrum becomes then quite similar to that of
a PWM-based modulator (concentrated at high frequencies) [78, 84, 103, 107]. Some of the
alternatives to adapt the hysteresis band are summarized in the following.

• Several algorithms calculate the variable band by means of system parameters [77, 103,
104]. The main problem is the sensitiveness to variation in the parameter values and
estimation errors.

• The upper and lower limits may follow a sinusoid with the same frequency and phase as
the reference i∗ [78, 111], or with opposite phase [105]. The resulting current presents a
better spectral behavior (more concentrated) at the expense of a higher average switching
frequency. To avoid the elevated number of commutations when the band is narrower,
mixed-band and equidistant-band hysteresis controllers were proposed [111]. The latter
has been recently implemented with several improvements in [85, 112].

• Tekwani et al. implement parabolic bands to control an induction machine, and they were
dynamically adjusted depending on the angular speed. This controller is implemented
mainly by means of look-up tables [107].

• A phase-locked loop (PLL) synchronization can be employed to ensure constant switch-
ing frequency [79–83]. This technique may present stability and synchronization prob-
lems, specially during large transients [22, 77, 107].

• Buso et al. achieve a good synchronization (they manage to center the inverter voltage
pulses in the modulation period) in a single switching period, by means of a deadbeat
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controller in charge of the band adaptation [22]. Dead-times are also compensated. This
method improves the ones based on PLLs in terms of synchronization and stability.

1.2.3.4 Other Improvements and Proposals

Another possibility to achieve constant switching frequency consists in subtracting a trian-
gular waveform before the hysteresis comparison [89, 96], which is known as ramp-comparison
control [94]. However, this causes steady-state error both in magnitude and phase, and special
care should be taken to assure that the slope of the triangular carrier is greater than that of e
[74, 89].

The power losses may be reduced by performing modulations only in two inverter legs at
any time, while keeping the third one with the upper or lower transistor connected for a longer
time [80, 96].

The average switching frequency can be reduced by injection of zero voltage vectors, as
done in [85, 86, 88, 90, 91, 94, 97, 98, 106, 110, 112–118].

It is possible to employ several levels of hysteresis bands to reduce the harmonic compo-
nents, the switching frequency and the error region: three-level [97, 106, 110, 113, 115, 117,
118], four-level [85, 112] and five-levels [91] hysteresis controllers have been posed. At the
same time, these bands may be either fixed or variable. For instance, a five-level hysteresis
controller with equidistant bands is implemented in [112] to reduce the switching frequency
fluctuations during transients, with respect to five-level fixed-bands.

1.2.3.5 Digital Implementation

Hysteresis regulators were essentially analog in their origin. However, given the current
advances in digital devices, and the advantages typical of digital solutions (in terms of interfac-
ing, maintenance, reproducibility, flexibility, integration, etc.), it is desirable to seek for a fully
digital implementation of hysteresis controllers.

To take advantage of these features, several works calculate the upper and lower limits by
digital means, while the comparators are implemented analogically [22, 77, 81]. The main
drawback of this approach with respect to other more recent digital controllers is the need for
analog components apart from the digital device.

If the comparisons are also digitally performed to avoid external analog circuits, low har-
monic components appear in the current due to the fact that the turn-on and turn-off times should
be multiple of the sampling period [84, 85], and hence a very high sampling frequency would be
required to achieve a good performance [119]. In fact, because of this reason, fully digital PWM
linear controllers are most commonly used for current control [84]. A performance compara-
ble to that of an analog hysteresis controller is achieved in [84] with a fully digital hysteresis
controller (the comparators are also digitally implemented) by means of a predictive algorithm
and a sampling frequency higher than the switching frequency. However, its control complex-
ity, numerous concurrent operations and extensive signal processing requirements make it only
suitable for very powerful digital devices with capability to run in parallel several tasks, such as
field-programmable gate arrays (FPGAs) [58, 84, 85, 120].

It should be also taken into account that, even if the switching frequency is fixed by any
of the existing methods, it is done at the cost of a lower accuracy. There is always a tradeoff
between accuracy and switching frequency [85].
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These reasons, together with the advances in reliability and reduced cost of digital devices
such as DSPs, have currently pushed the use of hysteresis regulation into the background, in
favor of linear digital controllers. In any case, hysteresis controllers may be still a good solution
for cases in which their extremely fast transient response and stability are priority, such as
traction applications in which fast-changing nonlinear load conditions prevail [91].

1.2.4 Deadbeat Control
The deadbeat controller, which belongs to the family of predictive regulators [119], is a

popular control technique in many recent applications [23, 24, 52, 59, 61, 71, 119, 121–153]. It
is obtained by isolation of GC(z) in the closed-loop transfer function

CL(z) =
GC(z)GPL(z)

1+GC(z)GPL(z)
(1.13)

when CL(z) is assumed to be equal to the lowest possible delay at all frequencies, that is,
CL(z) = z−2 (one cycle due to computation, and another one due to modulation and other delays
such as those caused by passive filters and dead-times.) [61, 71, 121–123]. Thus, when dead-
beat control is well-tuned, it permits to achieve the fastest transient response among all digital
current controllers [71, 121].

From (1.13) and (1.12), the resulting transfer function for the deadbeat controller is

GDB(z) =
RF

1−ρ−1
1− z−1 ρ−1

1− z−2 . (1.14)

Fig. 1.7 shows the closed-loop Bode diagram that results when GC(z) takes the form of GDB(z)
in (1.13). As expected, unity gain is achieved for all frequencies, but the two samples delay
prevents from achieving zero steady-state error except at 0 Hz (which is not desired in control
of alternating currents).

The main drawbacks of this control technique are the sensitiveness to deviations in plant
parameters from their estimated values, requirement of the v ac feedforward [because of GDB(z)
low disturbance rejection capability], sensitiveness to measurement noise, need for dead-times
compensation and the inability to achieve zero steady-state error at frequencies different from
0 Hz (a delay of two samples is always present) [71, 119, 121, 124, 153].

Several improvements have been proposed to address these issues. Most of them rely on
the addition of observers or estimators to compensate the computational delay, as well as plant
nonlinearities, to improve the perturbation rejection, or to reduce the sensitiveness to plant
uncertainties and parameter mismatches [23, 24, 52, 71, 121, 122, 125–135]. In any case, these
modifications usually imply a great complexity with respect to the simple transfer function in
(1.14), and this fact restricts the implementation of deadbeat controllers in applications in which
such a fast response is not required.

An interesting work that emphasizes the importance of adding additional structures to com-
pensate the steady-state error left by a deadbeat controller is posed by Allmeling in [153], where
the author proposes to add resonant controllers in parallel in order to assure perfect tracking of
specific frequencies.

It should be also remarked that, due to the deadbeat large gain at high frequencies, special
care should be taken when it is combined with LCL filters. Timbus et al. have proposed a
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Figure 1.7: Closed-loop Bode diagram [i.e., of CL(z)] provided by GDB(z) controller, with
fs = 10 kHz.

technique to provide an enhanced robustness to grid impedance variation with LCL filters [119].
It is based on artificially reducing the gain of the obtained deadbeat transfer function, so that
stability is improved at the expense of modifying CL(z).

1.2.5 PI Control in SRF
PI control is one of the most studied, well-known and established control techniques in many

applications, in which a constant or slowly-varying reference should be tracked. Nevertheless,
the application of PI regulators to control alternating signals (such as currents in the ac side of
a VSC) is not straightforward.

Implementation of PI controllers in stationary frame gives rise to a significant steady-state
error, because they only assure perfect tracking at 0 Hz (they provide open-loop infinite gain at
0 Hz). In order to achieve unit closed-loop gain for alternating signals, these should be firstly
transformed into dc values. This can be achieved by means of the Park transform, as exposed
in section §1.2.1. In this manner, the well-known PI regulators can be also employed to con-
trol alternating currents with zero steady-state error, by implementation of an independent PI
controller in the d and q axes separately [154, 155].

Different structures to implement PI controllers in SRF can be found in the existing litera-
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ture.

1.2.5.1 Conventional PI

A conventional PI controller is defined by the transfer function

GPI(s) = kP +
kI

s
(1.15)

where kP and kI are the proportional and integral gains, respectively. A controller with the
form of (1.15) can be implemented in each of the two SRF axes to achieve zero steady-state
error. The synchronous frequency ωo for the Park transformation [see (1.2)] should be adjusted
to coincide with the frequency of the harmonic order h to control, that is, ωo = hω1, with
ω1 being the fundamental frequency. For negative-sequence components, ωo = −hω1 should
be considered. The PI controllers for each harmonic order h can be tuned with independent
proportional and integral gains (kPh and kIh , respectively):

GPIh(s) = kPh +
kIh

s
. (1.16)

The resulting scheme is shown in Fig. 1.8a. The superscript * denotes reference signals,
whereas its absence means actual values. The angle hω1t is usually obtained by estimation of
v ac phase with a synchronization algorithm, e.g. a PLL [156].

Given that
i∗dq e± jhω1t− idq e± jhω1t =

(
i∗dq− idq

)
e± jhω1t (1.17)

it can be concluded that there is no practical difference between calculating the error after (as
in Fig. 1.8a) or before the Park transformation.

PI control in dq axes performed by means of the Park transform is only suitable for three-
phase systems. An equivalent controller for single-phase systems, based on product demodu-
lation instead of P, is shown in Fig. 1.8b [65]. It is also interesting to note that the scheme
shown in Fig. 1.8a is equivalent to implement that of Fig. 1.8b for the α and β axes, separately
[157, 158]. To also compensate homopolar component, Fig. 1.8b scheme can be implemented
for each of the three-phases.

Given that kPh affects all the spectrum equally, it can be taken out of the SRF to stationary
frame. Once the integral term is isolated in the SRF, it is possible to employ a different angle
for the direct and inverse Park transformations (see Fig. 1.9), with the aim of introducing a
leading angle φ ′h at the vicinity of the synchronous frequency hω1 [71, 157, 158]. This leading
angle can be useful for compensation of plant delays. From section §1.2.1, the variable iαβ in
Fig. 1.9a is the current in complex vector notation with respect to the αβ axes (iαβ = iα+ j iβ),
and i∗αβ is its reference signal. It should be also noted that, when φ ′h = 0, the block diagrams
shown in Fig. 1.9 are equivalent to those shown in Fig. 1.8.

The plant model GL(s) is transformed to a positive-sequence SRF rotating with angular
speed ωo = hω1 by application of the substitution s→ s+ jhω1 to (1.5) [in accordance to (1.3),
when ωo = hω1; note that GL(s) is placed after the inverse Park transformation, so (1.3) should
be employed instead of (1.4)] [51, 58]:

G ′L(s) = GL(s+ jhω1) =
1

s LF +RF + jhω1LF
. (1.18)
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Figure 1.9: Conventional PI control in SRF, including a leading angle φ ′h . Note that, when
φ ′h = 0, these schemes are equivalent to those in Fig. 1.8.

For simplicity, the delay caused by computation and modulation and the techniques to com-
pensate its effect (φ ′h 6= 0) are not taken into account for the analysis at this point (they will be
analyzed later).

Fig. 1.10a represents the complex vector block diagram of a conventional PI controller in
a positive-sequence SRF [25]. The plant model corresponds to the transfer function in (1.18).
From section §1.2.1, the variable idq is the current in complex vector notation with respect to
the dq axes (idq = id + j iq), and i∗dq is its reference signal.
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(c) Complex-vector PI controller.

Figure 1.10: Complex vector block diagrams of closed-loop with different PI controllers in
SRF.

1.2.5.2 PI with Cross-Coupling Decoupling

If the complex term in (1.18) and in Fig. 1.10a is not effectively decoupled, a significant
performance degradation occurs. Particularly, stability margins are reduced, transient response
is worsened, and anomalous gain peaks appear in the closed-loop frequency response near hω1
[25]. To avoid these problems, a PI controller with cross-coupling decoupling (PICCD), shown
in Fig. 1.10b, may be implemented. The effect of the decoupling scheme may be understood as
a displacement of the plant pole to the real axis, so that G ′L(s) is replaced by GL(s) [25].

1.2.5.3 Complex Vector PI

An alternative PI controller, named complex vector PI, can be found in [25, 159, 160]:

GcPIh(s) =
s kPh + kIh + jhω1kPh

s
(1.19)
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where kPh and kIh should be adjusted to satisfy kIh/kPh = RF/LF. Thus, (1.19) can be rewritten
as

GcPIh(s) = kh
s LF +RF + jhω1LF

s
(1.20)

where kh = kPh/LF.

It can be clearly appreciated that the numerator in (1.20) is of the same form as the denomi-
nator in (1.18), and hence, the coupling of the latter will be effectively canceled if the enhanced
PI controller GcPIh(s) is implemented in SRF, as shown in Fig. 1.10c.

The essential difference between the PICCD (Fig. 1.10b) and the complex vector PI (Fig.
1.10c) lies in the fact that, while the former moves the plant pole to the real axis, the latter
moves the controller zero so that it corresponds with the plant pole. This difference implies, in
practice, that, if LF is not well estimated, the frequency response and dynamics of the system at
the vicinity of the frequency to be controlled (hω1 in stationary frame) will be more degraded
in the case of the scheme including PICCD than in the case of the GcPIh(s). In the former, the
inexact displacement of the plant zero abruptly modifies the frequency response at the vicinity
of the frequency to be controlled (hω1 in stationary frame), whereas in the case of the latter an
inexact displacement of the pole is reflected as a variation of the frequency response mainly at
frequencies (at 0 Hz in stationary frame) far from the one of interest [25].

Another advantage of the GcPIh(s) controller over the PICCD, which is not commented
in [25, 159], is exposed in the following. Several GcPIh(s) regulators can be implemented in
parallel (to simultaneously track several harmonics or sequences) while maintaining the pole-
zero cancellation between the plant and controller in each SRF. On the other hand, a group of
PICCDs in parallel SRFs would be able to achieve effective cross-coupling decoupling only in
one of the SRFs. This limitation of the latter structure is a consequence of the fact that it is
based on a displacement of the plant pole, which is present in all reference frames.

For example, if a structure as that shown in Fig. 1.10b is implemented for the fundamental
frequency (h = 1), the plant model in that reference frame G ′L(s) is transformed into GL(s).
The resulting plant would be seen in a SRF tuned at the negative-sequence 5th harmonic (ωo =
−5hω1) as

GL(s− j 6ω1) =
1

s LF +RF− j 6ω1LF
. (1.21)

Note that to decouple the cross-coupling in (1.21), now the decoupling branch in Fig. 1.10b
should be − j 6ω1LF intead of − j 5ω1LF, since the decoupling scheme in the fundamental SRF
has displaced the plant pole a quantity jω1LF in the imaginary axis. However, if the cross-
coupling in the 5th harmonic SRF was decoupled, the plant model seen in the fundamental SRF
would present cross-coupling again (a decoupling branch with j 6ω1LF would be required).
In this manner, it can be concluded that it is not possible to decouple the axes by means of
Fig. 1.10b scheme in more than one SRF at the same time. This is an important disadvantage
when implementation of various SRFs in parallel (multiple reference frames) to track several
harmonics or sequences at the same time (as in [155, 161–163]) is desired. In these situations,
a complex vector PI would be more suitable, because it is not based on moving the plant pole,
but on displacing each of the controllers’ zeros independently.
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Figure 1.11: Generation of periodic signal with period ndTs.

1.2.6 Repetitive Control

The repetitive control is based on the internal model principle [71, 164–168]. This principle
states that a controller achieves zero steady-state error for a given reference if the model that
generates a signal of the form of the reference is included in the closed-loop [169, 170]. For
example, in order to provide perfect tracking of sinusoidal references, a digital model capable
of generating sinusoidal signals should be included in GC(z). This sinusoidal generator could
be either recursive or based on the discrete Fourier transform (DFT).

1.2.6.1 Repetitive Controllers in Recursive Form

The scheme depicted in Fig. 1.11 generates periodic signals with a period of nd samples
[167, 171–174]. Alternatively, it can be also understood as a generation of an infinite set of
sinusoids with period ndTs and all its integer submultiples.

If the block diagram shown in Fig. 1.11 is included in GC(z), the positive feedback with the
delay z−nd provides open-loop infinite gain for the frequency 1/(ndTs) and all its harmonics.
From (1.13), CL(z)→ 1 when GC(z)→∞. Thus, once the loop is closed, unity gain (zero stead-
state error) is assured for all those frequencies. Note that, to control f1 and its harmonics, nd
should be selected so that it satisfies ndTs = 1/ f1.

An ideal repetitive controller, that incorporates the scheme from Fig. 1.11, may be expressed
by the transfer function

Grep(z) = Krep
z−nd

1− z−nd
(1.22)

where Krep is an adjustable gain that defines the width of the open-loop gain peaks around each
frequency multiple of 1/(ndTs), and hence, the transient response and stability margins.

However, the scheme of Fig. 1.11 usually leads to instability since it amplifies many high-
order harmonics (theoretically up to the Nyquist frequency), while the system to be controlled
[GPL(z)] introduces a large phase lag at high frequencies. To assure acceptable stability margins,
a phase lead of ns samples and filters F1(z) and F2(z) may be introduced [71, 175]:

Gd
rep(z) = Krep F1(z)

z−nd+ns

1− z−nd F2(z)
, (1.23)

which corresponds to the block diagram shown in Fig. 1.12.
F1(z) and F2(z) are usually designed to behave as low-pass filters. In that manner, the gain

peaks are attenuated as the frequency increases, and stability can be achieved at the cost of non-
zero steady-state error [71]. F1(z) may also serve as a notch filter in order to avoid resonances
introduced by the plant [176]. Often, only one of the two filters is implemented: F1(z) in
[171, 177–181], and F2(z) in [71, 175, 182–186]. In other works, alternatively, a combination
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Figure 1.12: Implementation of repetitive controller, according to (1.23). Resonant peaks are
placed at both odd and even harmonics.
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Figure 1.13: Implementation of repetitive controller that leads to resonant peaks only at odd
harmonics.

of both filters is employed to achieve a more accurate tuning [147, 165, 166, 176, 187–192, 192–
196].

If only the fundamental and the odd harmonics should be tracked, which is quite typical
in most power conversion applications, a delay of just nd/2 samples can be implemented in-
stead of one of nd samples and the positive signs in the adder may be replaced with negative
ones. On the contrary, ns should not be modified. The resulting scheme is shown in Fig. 1.13.
These changes lead to infinite gain peaks only at odd harmonics, whereas the original repetitive
controller presents peaks also at even harmonics [166, 168, 172, 184, 191, 197, 198]. Note
that this modification permits to halve the number of samples to be stored. An analog-circuit
implementation of this approach is proposed in [185].

The Bode diagrams shown in Fig. 1.14 compare the frequency response of the repetitive
controllers shown in Figs. 1.12 and 1.13.

A proportional or PI regulator can be implemented in parallel to repetitive controllers, so that
the transient response is improved (the residual error is reduced as the bandwidth grows) [71].
In the works of Griñó et al. [168, 172, 197], the implemented controller can be understood as a
repetitive controller in parallel with a proportional gain equal to one; then, the resulting signal
is introduced in an additional filter to improve robustness.

Escobar et al. proposed in [19] to include in the repetitive scheme (the one with peaks at
both even and odd harmonics) a feedforward line in addition to the feedback path. The resulting
block diagram, expressed in the z-domain, is depicted in Fig. 1.15. In this case, F1(z) is a low-
pass filter and F2(z) a high-pass filter, the latter of which serves to cancel the effect of a pole at
the origin caused by the feedforward line. The filter F1(z) may be avoided if Ts is low enough
[199]. The constant δ ∈(0,1] introduces damping in the poles and zeros by moving them to the
interior of the unit circle.

The main difference between the scheme shown in Fig. 1.15 and the conventional repeti-
tive regulator lies in the fact that the former, apart from achieving infinite gain peaks (slightly
attenuated by the filters) at the frequencies k /(ndTs) ∀ k ∈ N, also provides notches (also atten-
uated) at the intermediate frequencies 0.5 (2k+ 1) /(ndTs) ∀ k ∈ N. This has the advantage of
making the compensators more selective, in the sense that the original overlapping or interac-
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Figure 1.14: Open-loop Bode diagrams of the repetitive controllers shown in Figs. 1.12 and
1.13 with a proportional gain equal to one in parallel. The filters are ignored, because they
should be selected depending on the plant. Parameters: Krep = 1, ns = 0, fs = 10 kHz and
nd = 200.
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δ F1(z)
F2(z)

+

+

feedback feedforward

Krep

Figure 1.15: Repetitive controller proposed in [19], which presents notches (zeros) at the inter-
mediate frequencies between the resonant peaks. Resonant peaks are placed at both odd and
even harmonics.

tion between consecutive resonant peaks, appearing at the valleys, is removed by the notches.
This would, in principle, allow peaks of bigger gains and slightly wider bandwidth, but without
exciting harmonics located in between two consecutive peaks [19, 200].

As well as with the conventional repetitive controller without notches, it is also possible to
replace nd by nd/2 and to invert the sign of the feedback and feedforward signals, in order to
have poles only at the odd harmonics. In this case, zeros are placed in the origin and at even
harmonics [199–201]. As there is no longer a pole in the origin, F2(z) may be removed. The
resulting block diagram is depicted in Fig. 1.16.

The Bode diagrams shown in Fig. 1.17 compare the frequency response of the repetitive
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Figure 1.16: Modification of the repetitive controller shown in Fig. 1.15 that places resonant
peaks only at odd harmonics and notches at even harmonics.
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Figure 1.17: Open-loop Bode diagrams of the repetitive controllers shown in Figs. 1.15 and
1.16. The filters are ignored, because they should be selected depending on the plant. Parame-
ters: Krep = 1, δ = 1, fs = 10 kHz and nd = 200.

controllers shown in Figs. 1.15 and 1.16. In this case, the proportional gain in parallel with the
repetitive scheme has not been included to obtain the Bode diagrams, so that the presence of
the notches is emphasized. Once this proportional gain is added, the magnitude becomes 0 dB
at the frequencies that corresponds to the notches, whereas in the repetitive controllers without
the notches the gain would depend on Krep.

An additional modification of the scheme shown in Fig. 1.16 has been proposed in [202].
In order to place poles only at the 6k±1 harmonics of the fundamental frequency (with k ∈N),
which are actually the most common [18, 51, 56–58, 120, 202–205], the repetitive scheme
shown in Fig. 1.18 was proposed. Furthermore, this implementation includes zeros at 3k har-
monic components, which offers an improved performance due to its potential to provide higher
gains with enhanced selectivity [202]. It should be also remarked that this scheme requires only
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Figure 1.18: Modification of the repetitive controller shown in Fig. 1.15 that places resonant
peaks at 6k±1 harmonics and notches at 3k harmonics, with k ∈ N.
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Figure 1.19: Open-loop Bode diagram of the repetitive controller shown in Fig. 1.18. The filters
are ignored, because they should be selected depending on the plant. Parameters: Krep = 1,
δ = 1, fs = 9.9 kHz and nd = 198.

nd/3 taps to be stored, as opposed to the original (see Fig. 1.12), in which at least nd taps were
needed.

Fig. 1.19 shows the Bode diagram of the repetitive controller depicted in Fig. 1.18. As
expected, the resonant peaks are located at the 6k± 1 harmonics and zeros are placed at 3k
harmonic components of the fundamental frequency. Note that the sampling frequency has
been modified to fs = 9.9 kHz so that nd/3 and nd/6 become integer numbers.

In summary, all these implementations of repetitive controllers in recursive form are capable
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Figure 1.20: Repetive controller based on the DFT.

of achieving a very satisfying performance. However, due to the fact that these controllers
provide multiple resonant peaks at frequencies up to the Nyquist frequency, some important
drawbacks arise that should be considered. To assure stability, additional filters or damping
factors should be included to attenuate the gain of the peaks as the frequency increases. This
degrades the performance, because the steady-state error is increased. Moreover, the tuning of
the controller and filters becomes quite difficult [71].

1.2.6.2 DFT-Based Repetitive Controllers

Those drawbacks may be overcome by means of an alternative repetitive controller, based
on a finite impulse response (FIR) filter that implements a running DFT with a window width
of a fundamental period:

GDFT(z) =
2
nd

nd−1

∑
k=0

{
∑

h∈Nh

cos
[

2πh
nd

(k+ns)

]}
z−k (1.24)

where Nh is the set of the harmonic orders to be tracked [71, 158, 206–208]. It is also called
discrete cosine transform (DCT) filter [1, 71, 206]. Equivalent properties can be achieved with
half the number of taps by means of a slightly different implementation of GDFT(z) [53, 120]:

GDFT(z) =
4
nd

nd
2 −1

∑
k=0

{
∑

h∈Nh

cos
[

2πh
nd

(k+ns)

]}
z−k. (1.25)

The DFT-based repetitive controller can be obtained by a positive feedback of the GDFT(z)
output, as depicted in Fig. 1.20 [71, 120, 158, 206, 208]. Note that a delay of ns samples is
required in the feedback path in order to achieve infinite gain at the expected frequencies.

The main advantage of this DFT-based repetitive controller over the conventional repetitive
controller implemented in recursive form, is that the former only provides resonant peaks at the
selected harmonic frequencies (set by the h values). Consequently, the filters F1(z) and F2(z) are
no longer required, so zero steady-state error can be achieved and the tuning process becomes
much simpler. It may be also noted that compensation of more harmonics does not increase the
computation complexity of (1.24), since the same number of coefficients is required for the FIR
filter [71, 158, 206].

Fig. 1.21 shows the frequency response of the DFT-based repetitive controller (i.e., the
scheme shown in Fig. 1.20), with GDFT(z) according to (1.24), when it is implemented with a
proportional gain equal to one in parallel. It can be appreciated that infinite gain is only achieved
at the selected harmonic frequencies: h ∈ {1,5,7,11,13,17,19}. Thus, zero steady state-error
can be achieved with a relatively simple design.
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Figure 1.21: Open-loop Bode diagram of the DFT-based repetitive controller (see Fig. 1.20)
with a proportional gain equal to one in parallel. Parameters: Krep = 1, ns = 0, fs = 10 kHz,
nd = 200 and h ∈ {1,5,7,11,13,17,19}.

Nevertheless, even though the DFT-based repetitive controller avoids some of the disadvan-
tages of the one implemented in recursive form, it still presents certain limitations (inherited
from the recursive one) that should be considered.

• ns should be the same for all harmonics, so that the feedback path with the z−ns term
provides infinite gain. However, the phase response of the plant may not be proportional
to frequency. That is the case of current-controlled VSCs (see section §1.2.2). Therefore,
the phase lag caused by the plant cannot be effectively compensated by the controller at
different frequencies. This fact implies a constraint to obtain the best stability margins
and performance.

• ns should be an integer number, so that it is possible to implement the z−ns term in the
feedback line. Analogously to the previous point, this also means a constraint to adjust
the stability margins.

• Adaptation of the controller to variations in the frequency to be controlled is a compli-
cated task. Several approaches are possible: to adapt the sampling period, to modify
the number of samples nd, or to change both simultaneously. If only adaptation of nd is
adopted, a low resolution in the resonant frequencies would be obtained, leading to large
steady-state error. Thus, on-line variation of Ts is suggested, as done in [175, 209]. This
approach has the following inconveniences [175].

– Variable switching frequency.

– Increased switching losses when high fs values are required.
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– Increased current ripple when low fs values are needed.
– More complicated control design and stability analysis (nonlinear dynamics).

1.2.7 Resonant Control
Resonant controllers are equivalent to conventional PI regulators implemented in two SRFs

at the same time: one positive-sequence SRF and one negative-sequence SRF [56, 57, 65, 71,
157, 158, 210]. Therefore, they are capable of tracking sinusoidal references of arbitrary fre-
quencies of both positive- and negative-sequences with zero steady-state error, and they achieve
virtually the same steady-state and transient performance as PI control in SRF [211].

Nevertheless, they provide several advantages over the latter, such as important saving of
computational burden and complexity because of their lack of Park transformations, less sensi-
tiveness to noise and error in synchronization, direct application to single-phase systems, and
compensation of unbalance with less number of regulators because of their ability to simul-
taneously track both sequences [58, 63–65, 120, 203, 205, 210, 212–217]. In this manner,
resonant controllers have become a widely employed option in a lot of different applications,
and also target of comprehensive research [1, 6, 27, 32, 43–49, 51, 54–58, 62–71, 119, 120,
153, 157, 158, 203–205, 207, 210? –298]. They have been employed with satisfactory results
in many power converters applications, such as APFs [1, 6, 51, 56, 57, 63, 64, 70, 120, 153,
203, 205, 229–236], wind turbines [47, 68, 119, 215, 219, 237–243], water turbines [244], pho-
tovoltaic inverters [47, 119, 207, 219, 225, 245–248], STATCOMs [249–251], uninterrumpible
power supplies (UPSs) [224, 227, 229, 252, 253], dynamic voltage restorers [254–258], ac-
tive rectifiers [48, 62, 69, 211, 213, 259, 260], boost converters [229, 261], induction drives
[27, 65, 66, 210, 214, 262, 298? ], permanent magnet synchronous motors (PMSMs) [67, 263–
269], fuel-cell inverters [45, 54, 55, 275] and microgrids [270–274].

Mainly two types of resonant regulators can be mentioned: proportional-resonant (PR) and
vector proportional-integral (VPI) controllers.

1.2.7.1 Fundamentals of PR Controllers

The equivalent transfer function in stationary frame of a PI controller implemented in a
positive-sequence SRF can be obtained by application of a frequency shift of −hω1 at all fre-
quencies [in accordance to (1.4), when ωo = hω1], that is, by substitution of s→ s− jhω1 in
(1.16) [57, 65, 71, 202, 210]:

G+
PIh

(s) = GPIh(s− jhω1) = kPh +
kIh

s− jhω1
. (1.26)

On the other hand, the substitution s→ s+ jhω1 [in accordance to (1.4), when ωo =−hω1]
should be applied to (1.16) in order to obtain the transfer function in stationary frame of a PI
controller implemented in a negative-sequence SRF [57, 65, 71, 210]:

G−PIh
(s) = GPIh(s+ jhω1) = kPh +

kIh

s+ jhω1
. (1.27)

Addition of (1.26) and (1.27) leads to

GPRh(s) = G+
PIh

(s)+G−PIh
(s) =

KPh︷︸︸︷
2 kPh +

KIh︷︸︸︷
2 kIh

s
s2 +h2ω2

1
= KPh +KIh

R1h(s)︷ ︸︸ ︷
s

s2 +h2ω2
1

(1.28)
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Figure 1.22: Block diagrams of frequency adaptive resonant controllers GPRh(s) and Gd
PRh

(s)
based on two integrators.

which is the transfer function of a PR controller [65]. GPRh(s) provides infinite gain in open-
loop at the resonant frequency hω1, so that unity gain and zero phase shift in closed-loop (zero
steady-state error) is achieved at that frequency. It should be remarked that to implement (1.28)
with additional damping terms should be avoided [65, 158]. The resonant term R1(s) is the part
of a GPRh(s) controller that provides infinite gain at the resonant frequency. R1h(s) is preferred
to be the Laplace transform of a cosine function instead of that of a sine function, since the
former provides better stability [63, 67].

It can be also noted that PR controllers, as well as repetitive ones (see section §1.2.6), also
satisfy the internal model principle, because R1h(s) is of the same form as the Laplace transform
of the signals (sinusoidal) to be tracked. Moreover, from the equivalence between PR controllers
and PI control in SRF, it can be stated that the latter also satisfies the internal model principle.

The transfer function GPRh(s) can be implemented by decomposing R1h(s) into two simple
integrators, as shown in Fig. 1.22a [63]. The input hω1 shown in Fig. 1.22a can be modified
in real-time according to the actual value of the frequency to be controlled. In this manner, it
is a common practice to implement this scheme due to the simplicity it permits for frequency
adaptation [58, 63, 120, 203, 219–222, 228, 282, 298].

Several GPRh(s) controllers are often implemented in parallel to control several frequencies
simultaneously, so the current controller takes the form

GC(s) =
nh

∑
h

GPRh(s) (1.29)

with nh being the highest harmonic order to be controlled.
From (1.28), the proportional gain KPh does not affect any term with frequency-dependence,

so it has the same effect over the whole spectrum. Thus, the individual gains KPh of each GPRh(s)
controller may be added in a single parameter KPT , so that (1.29) is rewritten as

GC(s) =

KPT︷ ︸︸ ︷
nh

∑
h

KPh +
nh

∑
h

KIh

R1h(s)︷ ︸︸ ︷
s

s2 +h2ω2
1
= KPT +

nh

∑
h

KIh R1h(s). (1.30)

Actually, the term ‘PR controller’ is often employed in the literature to make reference to the
global structure in (1.30) and not to each individual GPRh(s) component.
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To compensate system delays, the zero at the origin in (1.28) can be displaced, so that a
phase lead φ ′h is introduced at the vicinity of the synchronous frequency [158, 203]:

Gd
PRh

(s) = KPh +KIh

Rd
1h
(s)︷ ︸︸ ︷

s cos(φ ′h)−hω1 sin(φ ′h)
s2 +h2ω2

1
. (1.31)

The superscript d makes reference to the fact that delay compensation is included. This transfer
function is equivalent to transform a pair of schemes as those shown in Fig. 1.9a (one for each
sequence) from synchronous to stationary frame [158]:

Gd
PRh

(s) = kPh +
kIh

s− jhω1
e j φ ′h + kPh +

kIh

s+ jhω1
e− j φ ′h. (1.32)

To compensate an integer number of samples ns, φ ′h = hω1nsTs should be chosen. The opti-
mum value is often considered to be of two samples (ns = 2) [58, 64, 120, 260, 276]. It should be
also remarked that delay compensation becomes more important as the resonant frequency be-
comes larger with respect to fs, that is, as the product hω1Ts is increased [51, 56–58, 120, 203].

The scheme shown in Fig. 1.22b was proposed by Bojoi et al. in [203] to implement Gd
PRh

(s)
with two integrators.

1.2.7.2 Fundamentals of VPI Controllers

An alternative resonant regulator, known as VPI controller, was proposed by Lascu et al.
in [56]. The difference between PR and VPI controllers is that the latter is not equivalent to
conventional PI controllers in SRF, but to complex vector PI controllers in SRF:

GVPIh(s) =

G+
cPIh︷ ︸︸ ︷

(s− jhω1) kPh + kIh + jhω1kPh

s− jhω1
+

G−cPIh︷ ︸︸ ︷
(s+ jhω1) kPh + kIh− jhω1kPh

s+ jhω1

=
s2

KPh︷︸︸︷
2 kPh +s

KIh︷︸︸︷
2 kIh

s2 +h2ω2
1

=
s2 KPh + s KIh

s2 +h2ω2
1

(1.33)

with G+
cPIh

being the equivalent in the stationary frame of a complex vector PI controller imple-
mented in a positive-sequence SRF and G−cPIh

being the equivalent in the stationary frame of a
complex vector PI controller implemented in a negative-sequence SRF.

Equation (1.33) can be rewritten as

GVPIh(s) = KPh

R2h︷ ︸︸ ︷
s2

s2 +h2ω2
1
+KIh

R1h︷ ︸︸ ︷
s

s2 +h2ω2
1
. (1.34)

It can be noted that R1h coincides with the resonant term in (1.28), and a slightly different
resonant term is defined as R2h . Expression (1.34) will be useful for the discretization analysis
in chapter §2, because the decomposition of GVPIh(s) into two separated transfer functions R1h
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and R2h permits to study a lot of different possibilities for discretization of GVPIh(s). In that
manner, a different discrete-time implementation can be employed for each resonant term. If
both resonant terms are discretized with the same method, then the same transfer function as if
that discretization method was directly applied to (1.33) is obtained.

To achieve cancellation of the plant zero, KPh and KIh gains in (1.33) should be adjusted so
that KIh/KPh = RF/LF [56, 57], as done with the complex vector PI in section §1.2.5.3. Thus,
the VPI controller can be also expressed as

GVPIh(s) = Kh
s (s LF +RF)

s2 +h2ω2
1

(1.35)

where Kh = KPh/LF.
From (1.5) and (1.35), the plant pole in stationary frame (neglecting the effect of computa-

tional delay and modulation) is canceled by one of the zeros of the VPI controller. After this
cancellation, the open-loop transfer function results in

GVPIh(s)GL(s) = Kh
s

s2 +h2ω2
1
. (1.36)

Once the control loop is closed, a second-order band-pass filter centered at hω1 is obtained
[56, 57]:

CL(s) =
I(s)

I ∗(s)
=

GVPIh(s)GL(s)
1+GVPIh(s)GL(s)

=
s Kh

s2 + s Kh +h2ω2
1

(1.37)

where I(s) and I ∗(s) are the Laplace transforms of i and i∗, respectively.
A scheme for implementation of GVPIh(s) with two interconnected integrators is obtained in

section §2.2.2 of this thesis, so frequency adaptation can be easily achieved.
Analogously to PR controllers, it is also possible to implement several GVPIh(s) regulators

in parallel to control multiple current harmonics:

GC(s) =
nh

∑
h

GVPIh(s). (1.38)

As well as with PR controllers, a delay compensation technique can be added to VPI con-
trollers. This was actually done in several works [51, 57, 58]. Because of GVPIh(s) supe-
rior stability, it only requires delay compensation for much greater resonant frequencies than
GPRh(s) [51, 56–58]. However, specific details about how to implement VPI controllers with
delay compensation have not been presented. A closed-form transfer function to perform delay
compensation in VPI controllers is proposed in section §2.4.1 of this thesis.

1.2.7.3 Considerations About Simultaneous Cross-Coupling Decoupling for Both Positive-
and Negative-Sequences

It has been shown in sections §1.2.7.1 and §1.2.7.2 that PR and VPI controllers are equiv-
alent to, respectively, conventional PI and complex-vector PI controllers implemented in two
SRFs at the same time (positive- and negative-sequence). An interesting question to consider is
the existence or not of an equivalent resonant controller to PICCDs scheme (described in section
§1.2.5.2) in both SRFs. The resulting block diagram of the latter SRF-based structure is shown
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Figure 1.23: Block diagram of PI controllers with cross-coupling decoupling schemes imple-
mented in positive- and negative-sequence SRFs simultaneously.

in Fig. 1.23a. The signals i+dq and i−dq shown in Fig. 1.23a are the projections of the current
iαβ onto positive- and negative-sequence dq axes, respectively. The same applies to the current
references (with superscript ∗). Identical implementations to the one shown in Fig. 1.23a can
be found, for instance, in Fig. 4 of [259], Fig. 5 of [299], Fig. 5 of [217] and Fig. 3 of [300].

From (1.17) and
e± jhω1t jhω1LF e∓ jhω1t = jhω1LF (1.39)

the scheme shown in Fig. 1.23b is equivalent to the one in Fig. 1.23a. It can be appreciated in
Fig. 1.23b that the cross-coupling decoupling branches can be taken unaltered from the SRFs
to the stationary frame [in accordance to (1.39)]. In this manner, since they have opposite signs,
they are canceled with each other. Therefore, it can be concluded that to implement PICCDs
in two SRFs at the same time is in practice the same as to employ conventional PI controllers
without decoupling. Both approaches are, hence, equivalent to PR controllers.
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It should be noted that this reasoning is in agreement with section §1.2.5.3, where it was
explained that effective decoupling cannot be achieved for several SRFs at the same time by
means of PICCDs.

1.2.7.4 Resonant Controllers in Fundamental SRF

In three-phase systems, the most common current harmonics are negative-sequence 6k− 1
harmonics and positive-sequence 6k+1 harmonic components, with k ∈N [18, 51, 56–58, 120,
202–205]. To apply a Park transformation with ωo = ω1 is equivalent to a −ω1 frequency
shift at all frequencies [57, 65, 202, 210]. Therefore, each pair of positive-sequence 6k + 1
and negative-sequence 6k−1 harmonics is combined into a single harmonic of order 6k when
expressed in fundamental (positive-sequence) SRF. In this manner, both harmonics can be
tracked by a single resonant controller tuned at h = 6k in fundamental SRF [18, 49, 51, 56–
58, 120, 203–205, 216, 234, 235, 238, 243].

A) PR Controllers in Fundamental SRF:
From (1.18) and (1.28), the open-loop transfer function of a PR controller tuned at harmonic

h [i.e., GPRh(s)] and implemented in the fundamental SRF results in

GPRh(s) G ′L(s) =
(

KPh +KIh

s
s2 +h2ω2

1

)
1

s LF +RF + jω1LF
. (1.40)

The presence of a complex term in (1.40) is due to the cross-coupling between the dq axes.
As exposed in section §1.2.5, the imaginary terms can be compensated to avoid several unde-
sired effects. This can be achieved by a simple cross-coupling decoupling scheme analogous to
that of the PI controller in SRF shown in Fig 1.10b, that is, by addition of jω1LF at the output
of GPRh(s). In practice, this would mean to replace G ′L(s) by GL(s), which has been defined
in (1.5). In any case, due to the fact that GPRh(s) is equivalent to conventional PI control in
SRF without cross-coupling decoupling (see section §1.2.7.1), the issues associated with the
cross-coupling at resonant frequencies are still present when PR controllers are implemented in
fundamental SRF.

B) VPI Controllers in Fundamental SRF:
In the case of a VPI controller in fundamental SRF, the open-loop transfer function is

GVPIh(s) G ′L(s) = Kh
s (s LF +RF)

s2 +h2ω2
1

1
s LF +RF + jω1LF

. (1.41)

As with PR controllers in fundamental SRF [see (1.40)], certain cross-coupling between the
axes can be appreciated in (1.41).

However, the equivalence between the VPI controllers and complex vector PI regulators
in SRF (see section §1.2.7.2) assures that no additional cross-coupling at high frequencies is
introduced by the resonant controller, as opposed to PR controllers in fundamental SRF.

In this manner, the consequences of the whole cross-coupling in the case of VPI controllers,
when implemented in SRF, are much less significant than with PR controllers. Actually, no
noticeable magnitude peaks higher than one and no phase variations in the vicinity of the har-
monic frequencies of interest occur [58]. Nevertheless, as exposed by Bojoi et al. in [58], the
non-compensated jω1LF term in (1.41) has the following negative effects: a closed-loop reso-
nant peak at −50 Hz in the d axis and another one at +50 Hz in the q axis. As a consequence
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of this fact, if the current sampling is not perfect and introduces some dc offset, a second-order
harmonic would be injected by the current control [58].

A possible approach to overcome this problem would be to add a cross-coupling decoupling
scheme as that employed in PI control in SRF (see Fig. 1.10b), so that G ′L(s) is replaced by
GL(s).

Another option would be to implement the resonant controller proposed by Bojoi et al. in
[51, 58] to overcome this issue, defined as

GcVPIh(s) = Kh
s (s LF +RF + jω1LF)

s2 +h2ω2
1

(1.42)

so that the resulting open-loop transfer function lacks any cross-coupling:

GcVPIh(s) G ′L(s) = Kh
s

s2 +h2ω2
1
. (1.43)

Note that this result exactly coincides with the open-loop transfer funtion in (1.36), with the
only difference that the former is expressed in fundamental SRF and the latter in stationary
frame. Analogously, once the loop is closed, a second-order band-pass filter centered at hω1 [as
that in (1.37)] is obtained

CL(s) =
GcVPIh(s)G ′L(s)

1+GcVPIh(s)G ′L(s)
=

s Kh

s2 + s Kh +h2ω2
1
. (1.44)

This fact corroborates that the cross-coupling has been effectively decoupled by means of
GcVPIh(s).

The difference between the implementation of a conventional GVPIh(s) controller in funda-
mental SRF in combination with a cross-coupling decoupling scheme and the implementation
of GcVPIh(s) is that the former moves the plant pole to the real axis, whereas the latter displaces
the controller zero so that it coincides with G ′L(s) pole. This situation is analogous to the com-
parison of the conventional PI controller in SRF and the complex vector PI controller in SRF
(see section §1.2.5.3). By means of a similar reasoning, it can be concluded that the approach
with GcVPIh(s) is less sensitive to deviations in the plant parameters.

1.2.7.5 Relation with Repetitive Controllers

The analytical equivalences between a sum of infinite resonant terms of the R1h type and
repetitive controllers as those in Figs. 1.15 and 1.16 have been developed in [19] and [199, 201],
respectively. The similarity between the DFT-based repetitive control and resonant controllers
tuned at only certain harmonics has been exposed in [158, 206]. These relations are briefly
explained in the following.

A) Equivalence with Repetitive Controllers for Odd and Even Harmonics:
A sum of resonant terms of the R1h(s) type, multiplied by their corresponding KIh gains, is

considered:

∞

∑
h=1

KIhR1h = KI1

s
s2 +ω2

1
+KI2

s
s2 +(2ω1)2 +KI3

s
s2 +(3ω1)2 + . . . (1.45)
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If we assume that all gains take the same value Krep, from the properties of the exponential
function it is obtained that

Krep

1− e−s nd Ts
=

Krep

ndTs

(
1
s
+

∞

∑
h=1

R1h

)
+

1
2

(1.46)

where, from section §1.2.6, ndTs = 1/ f1 [19]. Further development of (1.46) leads to

Krep
1+ e−s nd Ts

1− e−s nd Ts
=

2 Krep

ndTs

(
1
s
+

∞

∑
h=1

R1h

)
. (1.47)

Addition of proportional gain KPT to both members of (1.47) gives

KPT +

Rep. controller (Fig. 1.15)︷ ︸︸ ︷
Krep

1+ e−s nd Ts

1− e−s nd Ts
=

PR controller︷ ︸︸ ︷
KPT +

2 Krep

ndTs︸ ︷︷ ︸
KIh

∞

∑
h=1

R1h +
2 Krep

ndTs

1
s

(1.48)

which describes the relation between PR controllers and the repetitive controller shown in Fig.
1.15, when F1(z), F2(z) and δ assume unit values. The equivalent in the s-domain has been
obtained by means of the substitution z = e s Ts . Note that, as expected from section §1.2.6.1, the
repetitive scheme includes a pole at the origin if not compensated by F2(z).

B) Equivalence with Repetitive Controllers for Only Odd Harmonics:
Alternatively, if only resonant terms for odd harmonics are considered (i.e., h = 2k− 1

∀ k ∈ N) and KI2k−1 = 2 Krep/(ndTs) ∀ k ∈ N is assumed, then it is obtained [199, 201]:

Krep

ndTs

∞

∑
k=1

2 s
s2 +(2k−1)2ω2

1
= Krep tanh

(
s

ndTs

)
= Krep

1− e−s ndTs/2

1+ e−s ndTs/2 . (1.49)

Finally, the equivalence between the PR controller and the repetitive controller shown in Fig.
1.16 results in

KPT +

Rep. controller (Fig. 1.16)︷ ︸︸ ︷
Krep

1− e−s ndTs/2

1+ e−s ndTs/2 =

PR controller︷ ︸︸ ︷
KPT +

2 Krep

ndTs︸ ︷︷ ︸
K I 2k−1

∞

∑
k=1

R12k−1 . (1.50)

C) Equivalence with DFT-Based Repetitive Controllers:
Given a sum of R1h(s) terms tuned at selected frequencies in Nh and with identical KIh gains,

it verifies

KIh ∑
h∈Nh

R1h =
KIh

ξhhω1
∑

h∈Nh

BPFh(s)
1−BPFh(s)

(1.51)

with BPFh(s) being a band-pass filter of the form

BPFh(s) =
s ξhhω1

s2 + s ξhhω1 +h2ω2
1

(1.52)
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where ξh is a damping factor [158, 206]. If these pass-band filters are very selective, then (1.51)
can be approximated (for frequencies around the selected harmonics) as

KIh

ξhhω1
∑

h∈Nh

BPFh(s)
1−BPFh(s)

≈
KIh

ξhhω1

∑h∈Nh
BPFh(s)

1−∑h∈Nh
BPFh(s)

. (1.53)

These conditions are satisfied by means of a running DCT filter as (1.24) with ns = 0 [158, 206].
The same reasoning can be easily applied to Rd

1h
(s), which gives (1.24) with ns = φ ′h/Ts, as

long as φ ′h/Ts is constant and assumes the same value for all harmonics [158, 206].
D) Differences Between Resonant and Repetitive Controllers:
From the previous analysis, it can be stated that a single repetitive controller is approxi-

mately equivalent to a bank of resonant controllers implemented in parallel and satisfying cer-
tain conditions. In any case, the following differences and clarifications can be pointed out.

• This equivalence is only satisfied in the case of the R1h type of resonant terms. Since the
repetitive controllers are usually implemented with a proportional gain (often with unit
value) in parallel, they become analogous to PR controllers. The behavior provided by
VPI controllers is not achieved with repetitive regulators.

• Repetitive controllers are less sensitive to quantization and rounding errors, specially in
fixed-point implementations [158, 206].

• To implement just a certain number of resonances avoids potential instability issues and
steady-state error caused by additional filters. Among repetitive controllers, only the
DFT-based one offers this possibility, whereas it is always possible with resonant con-
trollers.

• As exposed in section §1.2.6.2, repetitive controllers impose two restrictive constraints on
ns: it should be an integer number, and it should take the same value for all resonant fre-
quencies. On the contrary, resonant controllers permit to set a different φ ′h/(hω1Ts) value
for each harmonic, and to select any real number for the time step to be compensated. In
current-controlled VSCs it is preferable to select a different ns for each harmonic, mainly
because the phase response of the plant is not proportional to frequency (further investi-
gated in section §3.4.1).

• Regarding frequency adaptation, it can be achieved in resonant controllers by just recal-
culation of the transfer function coefficients, whereas repetitive regulators usually require
on-line modification of the sampling and switching frequencies [175].

• Repetitive controllers do not allow for an independent adjustment of the bandwidth for
each of the resonant peaks, but this is possible in resonant controllers by means of the
separated KIh gains for each harmonic h.

1.2.7.6 Analysis and Design

A) PR Controllers:
As exposed in section §1.2.7.1, PR controllers can be divided into two main groups: the

ones without delay compensation (GPRh) and those including delay compensation (Gd
PRh

). Most
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studies that can be found regarding tuning of PR controllers are focused on the former type,
while the analysis and design of the latter has been still scarcely approached.

The parameters of GPRh(z) are often tuned by means of Bode diagrams [44, 45, 47, 51, 55,
57, 58, 63–65, 67–69, 71, 119, 157, 158, 199, 205, 219, 225, 230, 241–243, 246, 251, 254, 255,
274, 279, 281, 282, 284, 286, 292, 293, 297, 298]. As an example, Fig. 1.24 shows the open-
loop Bode diagrams [GC(z)GPL(z)] obtained with GPRh(z) controllers tuned at three harmonics
(h ∈ {1,3,5}) and for three different values of KIh (with KI1 = KI3 = KI5 = KIh): 0, 500 and
2000.

At this point, the following indications can be found in the existing literature about the
tuning of PR controllers without delay compensation for current control in VSCs, in those
cases in which the plant can be modeled as for an L filter [i.e., with the form of (1.12)].

• The proportional gain KPT establishes the cross-over frequency fc, at which the gain is
0 dB, if no resonant terms are considered (i.e., KIh = 0 in Fig. 1.24).

• Once the resonant terms R1h are added in parallel to KPT , the global frequency response
is appreciably modified only in the vicinity of each resonant frequency h f1. Hence, the
bandwidth and phase margin PMP are almost the same as without the resonant terms
[47, 64, 68, 205, 207, 211, 217, 230, 246, 251, 255]. This fact can be also checked in Fig.
1.24.

• In accordance with Fig. 1.24, the integral gain KIh defines the resonance width around
h f1. As KIh is increased, the resonant peak becomes less selective (more sensitive to noise
and unwanted frequencies), but more tolerant to frequency deviations, and the transient
response for h f1 frequencies becomes faster [64, 70, 71, 203, 280].

• To assure stability, all resonant controllers should be tuned at resonant frequencies lower
than fc [47, 64, 70, 205, 246, 296].

• The effect of KIh on stability is usually neglected, due to its small influence on the global
frequency response (second bullet).

• The stability of the system is mainly set by KPT . It is tuned to provide an adequate tradeoff
between transient response, maximum resonant frequency h f1 (of resonant controllers)
and phase margin [47, 64].

In this manner, the most common tuning procedure basically consists in adjusting KPT as for
a simple proportional controller [KPT GPL(z) is considered], by means of the phase margin crite-
rion, and then resonant controllers [R1h(z) terms] are included so that their resonant frequencies
are lower enough than fc. In many practical situations, this approach is actually sufficient to
achieve satisfying results.

Concerning PR controllers including delay compensation, these indications are no longer
enough. Thanks to their leading angle, Gd

PRh
(z) controllers may be tuned at frequencies higher

than fc without violating the stability limits [51, 58, 70, 158]. In that situation, two additional
0 dB crossings (phase margins) appear around each of these resonant frequencies. These extra
stability margins may be much lower than the phase margin at fc. Consequently, the value of
this phase margin is no longer representative of the whole system stability, so an alternative
indicator of proximity to instability should be sought.
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Figure 1.24: Open-loop Bode diagrams GC(z) GPL(z) obtained with PR controllers without
delay compensation, for different KIh values. Note that the system phase margin PMP and
cross-over frequency fc almost do not change with KIh . Parameters: LF = 5 mH, RF = 0.5 Ω,
fs = 10 kHz, h ∈ {1,3,5}, f1 = 50 Hz, KI1 = KI3 = KI5 = KIh and KPT = 20.

Furthermore, the additional degree of freedom φ ′h can be employed, if appropriately ad-
justed, to reduce anomalous closed-loop gain peaks in the frequency response [51, 58]. Fig.
1.25 shows a closed-loop Bode diagram, in which this kind of undesired resonances can be
appreciated near the resonant frequencies h f1. The presence of anomalous closed-loop reso-
nances caused by GPRh(z) is in agreement with the study presented by Briz et al. in [25], where
it has been proved that PI controllers implemented in SRF without cross-coupling decoupling
(equivalent to PR controllers, as exposed in section §1.2.7.1) also exhibit this kind of gain peaks
in their closed-loop frequency response. It can be also appreciated in Fig. 1.25 that, when a
leading angle of two samples (the most common choice [58, 64, 120, 260, 276]) is included
(i.e., φ ′h = 2hω1Ts), the closed-loop peaks are reduced. If not compensated, those gain peaks
may cause magnification of inter-harmonics found in the vicinity of integer harmonics (e.g., in
variable speed drives [301–305]), or even amplification of integer harmonics, instead of unity
gain (perfect tracking), when small frequency deviations occur.

Most technical publications that investigate the implementation of Gd
PRh

(z) controllers as-
sume that the leading angle φ ′h should be equal to the system phase lag ∠GPL(z) at the resonant
frequency [51, 58, 64, 203, 260]. They introduce a leading angle proportional to the resonant
frequency: φ ′h ∝ hω1 (typically, a phase lead of two samples, i.e., φ ′h = 2hω1Ts). With these
approaches, two objectives are pursued.

• Reduction of closed-loop anomalous gain peaks close to hω1 in the closed-loop frequency
response.
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Figure 1.25: Closed-loop Bode diagrams using PR controllers with (φ ′h = 2hω1Ts) and without
(φ ′h = 0) delay compensation. Note the anomalous gain peaks near the resonant frequencies h f1.
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• Improvement in stability, so that resonant controllers may be tuned at resonant frequen-
cies higher than the cross-over frequency: h f1 > fc.

It has been proved in [51, 58] that both aspects are indeed enhanced with respect to PR con-
trollers without delay compensation, when φ ′h ∝ hω1 is chosen. However, as proved in this
thesis, these previous approaches for φ ′h adjustment do not fully exploit its actual potential. In
summary, two main points can be mentioned.

• The actual phase lag of the plant is not proportional to frequency. As proved in section
§3.4.1, to assume φ ′h ∝ hω1 implies that the system phase lag is not effectively compen-
sated; thus, the anomalous closed-loop resonances are not reduced as much as possible,
and the phase margins are not optimized. An alternative φ ′h expression, that compen-
sates both the L filter phase lag and the delay introduced by computation and modulation
[φ ′h ≈−∠GPL(e jhω1Ts)], is proposed in section §3.4.1. It is proved that this approach per-
mits to obtain much higher phase margins and lower undesired closed-loop resonances
than φ ′h ∝ hω1.

• To seek for φ ′h ≈ −∠GPL(e jhω1Ts), as exposed in the previous bullet, manages to max-
imize the phase margins that appear around h f1 when h f1 > fc. However, in certain
conditions (specially when KPT is large, as it will be shown in section §4.4.1), these phase
margins are not a reliable indicator of stability. It is proved in chapter §4 that to minimize
the sensitivity peak leads to better results in resonant controllers than to maximize the
gain or phase margins: it is a more reliable indicator of proximity to instability, and a
closed-form relation is found between its value and the closed-loop resonances. A sys-
tematic method is proposed in chapter §4 to obtain the highest stability and avoidance
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of closed-loop anomalous peaks, as well as an improved transient response, by means of
minimization of the sensitivity function (inverse of the Nyquist trajectory to the critical
point) and its peak value (the sensitivity peak).

B) VPI Controllers: Lascu et al. exposed in [56, 57] how to tune VPI controllers so that
certain closed-loop bandwidth around each resonant frequency is obtained. From (1.37), there
is a direct relation between Kh and the closed-loop pass-band width around h f1, determining the
selectivity and the transient time. This can be checked in the closed-loop Bode diagram shown
in Fig. 1.26a.

However, the frequency response analysis of VPI controllers presented in [56, 57] does not
take into account the delay introduced by computation and modulation. If it is not appropriately
compensated, anomalous closed-loop resonances appear (see Fig. 1.26b) and stability may be
compromised [51, 58]. However, an analysis about how to perform delay compensation in VPI
controllers cannot be found in the technical literature; only assessments regarding the difference
between including or not delay compensation have been published. These observations are
summarized in the following.

• It is possible to achieve stability with GVPIh(z) controllers (φ ′h = 0) at higher resonant
frequencies than with GPRh(z) ones (φ ′h = 0) [51, 57, 58, 120].

• VPI controllers with one sample phase lead are able to compensate up to the 61th har-
monic (with sampling frequency fs = 12.5 kHz) without becoming unstable [57].

• When delay compensation is added to VPI controllers, even when tuned at very high
resonant frequencies, the Nyquist trajectory does not encircle the critical point (the system
is made stable) [51]. Note that the analysis presented in [51] is limited to check if the
system is stable or not, but the stability margins are not studied. Furthermore, the value
of φ ′h chosen is not specified.

• A two samples phase lead is assumed in [58] to be the optimum leading angle for both
PR and VPI controllers, but no proof is given.

Therefore, a study focused on how to adjust the leading angle in VPI controllers to optimize
stability margins and to minimize anomalous closed-loop peaks should be carried out.

Furthermore, a method to measure and optimize the proximity to instability of VPI con-
trollers has not been proposed. Whereas PR controllers only present more than one 0 dB cross-
ing when higher resonant frequencies than fc are employed, the VPI controllers always exhibit
this kind of complex open-loop frequency response. Thus, the tuning of VPI resonant con-
trollers also requires to seek for a more adequate method than the usual approaches involving
Bode plots and the phase margin criterion.

These uncovered issues are approached in chapter §4 by means of Nyquist diagrams and
sensitivity function.

1.3 Major Results
The work in this dissertation is divided into the following major parts.
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sponds with the frequency response analysis performed in [56, 57].
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Figure 1.26: Closed-loop Bode diagrams using VPI controllers without delay compensation.
Parameters: LF = 5 mH, RF = 0.5 Ω, h ∈ {1,3,5, ...,23} and f1 = 50 Hz.
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Chapter 2: “Effects of Discretization Methods on the Performance of Resonant Con-
trollers”

This chapter provides an exhaustive analysis and comparison regarding the performance
obtained by a wide variety of discretization techniques applied to resonant controllers. The
optimum discrete-time implementation alternatives are assessed, in terms of their influence on
the resonant peak location (capability of achieving zero steady-state error) and phase versus
frequency response (related to stability). Experimental results obtained with a single-phase
shunt APF provide a real-time comparison among discretization strategies, which validate the
theoretical analysis.

Chapter 3: “High Performance Digital Resonant Current Controllers Implemented with
Two Integrators”

Alternative implementations based on two interconnected integrators are proposed in this
chapter to overcome the issues associated to the original ones (exposed in the previous chap-
ter): large steady-state error and low stability margins. This chapter proposes solutions for
both problems without adding a significant resource consumption by correction of the roots
placement. A simple expression to calculate the target leading angle, in delay compensation
schemes, is also proposed to improve stability margins by means of a better accuracy than
previous approaches. In this manner, these enhanced schemes achieve higher performance by
means of more accurate resonant peak locations and delay compensation, while maintaining
the advantage on low computational burden and good frequency adaptation of the original ones.
Experimental results obtained with a laboratory prototype corroborate the theoretical analysis
and the improvement achieved by the proposed discrete-time implementations.

Chapter 4: “Analysis and Design of Resonant Current Controllers for Voltage Source
Converters by Means of Nyquist Diagrams and Sensitivity Functions”

In this chapter, resonant controllers for current-controlled VSCs are analyzed by means of
Nyquist diagrams. Due to the fact that a resonant controller only affects the frequency response
within a very narrow band of frequencies, the whole control is studied by separated analysis
of the individual Nyquist plots that correspond to each of the resonant controllers. The effect
of each freedom degree on the trajectories is studied, and their relation with the distance to the
critical point (inverse of the sensitivity function) is established. It is proved that the minimiza-
tion of the sensitivity peak permits to achieve a greater performance and stability rather than
by maximizing the gain or phase margins, the latter of which is the most common approach.
A systematic method is proposed to obtain the highest stability and avoidance of closed-loop
anomalous peaks by means of minimization of the sensitivity function and its peak value. Fi-
nally, several experimental tests, including an APF operating at low switching frequency and
compensating harmonics up to the Nyquist frequency, validate the theoretical approach.

Chapter 5: “Conclusions and Future Research”

The main conclusions of this dissertation are summarized in this chapter and some recom-
mendations for future research topics are provided.
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Appendix A: “Mathematical Development of Expressions for Chapter 2”

This appendix exposes the analytical development of several complex expressions required
for chapter §2.

Appendix B: “Mathematical Development of Expressions for Chapter 3”

This appendix exposes the analytical development of several complex expressions required
for chapter §3.

Appendix C: “Mathematical Development of Expressions for Chapter 4”

This appendix exposes the analytical development of several complex expressions required
for chapter §4.

Appendix D: “Further Information About Testing Facilities”

Original research results, described in conjunction with chapters 2-4, have been verified
using various laboratory prototypes. Each chapter contains brief description of the correspond-
ing experimental facilities. Further information on laboratory prototypes is provided in this
Appendix.
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Chapter 2

Effects of Discretization Methods on the
Performance of Resonant Controllers

Abstract —An exhaustive study about different discrete-time implementations is contributed in this
chapter. Because of the high selectivity of resonant controllers, their performance is very dependent on
the accuracy of the resonant frequency. Some discretization methods, such as the popular ones based on
two integrators, cause that the frequency of the resonant peaks differ from expected. Such inaccuracies
result in significant loss of performance, specially for tracking high frequency signals, since infinite gain
at the expected frequency is not achieved, and therefore, zero steady-state error is not assured. Other
discretization techniques are demonstrated to provide a more reliable mapping of the resonant poles. The
effect on zeros is also analyzed, establishing the influence of each method on the stability. Finally, the
study is extended to the discretization of the schemes with delay compensation, which is also proved to
be of great importance in relation with their performance. A single-phase active power filter laboratory
prototype has been implemented and tested. Experimental results provide a real-time comparison among
discretization strategies, which validate the theoretical analysis. The optimum discrete-time implemen-
tation alternatives are assessed and summarized.

2.1 Introduction

Most studies devoted to resonant controllers have been carried out in the continuous domain.
However, their observations and conclusions cannot be directly applied to digital devices, which
work in the discrete-time domain. In nowadays scenarios, most current controllers are imple-
mented in digital platforms, so the influence of the discretization process should not be ignored.

Several discrete-time implementations of resonant controllers have been proposed, but a
comparison among the performance obtained by a wide variety of discretization techniques
applied to resonant controllers has not been presented at this point. In this chapter, an in-depth
comparison among the effects of discretization strategies when applied to resonant controllers
is provided.

Because of the narrow band and infinite gain of resonant controllers, they are specially
sensitive to the discretization process. Actually, a slight displacement of the resonant poles
causes a significant loss of performance, since it implies a large increase in the steady-state
error. On the other hand, if selectivity was reduced (wider peaks) to increase robustness to
frequency variations, undesired frequencies and noise might be amplified. Thus, an accurate

41
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peak position is preferable to low selectivity. Therefore, it is of paramount importance to study
the effectiveness of the different alternatives of discretization in providing an accurate resonant
frequency.

As proved in this chapter, many of the existing discretization techniques cause a displace-
ment of the poles. This fact results in a deviation of the frequency at which the infinite gain
occurs with respect to the expected resonant frequency. This error becomes more significant
as the sampling period and the desired resonant frequency increase. In practice, it can be
stated that most of these discretization methods result in suitable implementations when track-
ing 50/60 Hz (fundamental) references and even for low order harmonics. However, as shown
in this chapter, some of them do not perform so well in applications in which signals of higher
frequencies should be tracked, such as active power filters (APFs) and ac motor drives. This
error has special relevance in the case of implementations based on two interconnected integra-
tors, since it is a widely employed option mainly due to its simplicity for frequency adaptation
[58, 63, 120, 203, 219–222, 228, 282, 298].

Discretization also has an effect on zeros, modifying their distribution with respect to the
continuous transfer function. These discrepancies should not be ignored, because they have a
direct relation with stability. In fact, resonant controllers are often preferred to be based on
the Laplace transform of a cosine function instead of that of a sine function because its zero
improves stability [63, 67]. In a similar way, the zeros mapped by each technique will affect
the stability in a different manner. Consequently, it is also convenient to establish which are the
most adequate techniques from the point of view of phase versus frequency response.

Furthermore, for large values of the resonant frequency, the computational delay affects the
system performance and may cause instability. Therefore, a delay compensation scheme should
be implemented [57, 64, 120, 203]. It can be performed in the continuous domain as proposed in
[158, 203]. However, the discretization of that structure leads to several different expressions. A
possible implementation in the z-domain was proposed in [64], but there are other possibilities.
Consequently, it should be analyzed how each method affects the effectiveness of the delay
compensation. This aspect has a significant relevance, since it will determine the stability at the
resonant frequencies.

A single-phase APF laboratory prototype has been built to check the theoretical approaches,
because it is an application very suitable for proving the controllers performance when track-
ing different frequencies, and results can be extrapolated to other single-phase and three-phase
applications where a perfect tracking/rejection of references/disturbances is sought through res-
onant controllers.

The chapter is organized as follows. Section §2.2 presents alternative digital implementa-
tions of resonant controllers. The resonant peak displacement depending on the discretization
method, as well as its influence on stability, is analyzed in section §2.3. Several discrete-time
implementations including delay compensation, and a comparison among them, are exposed in
section §2.4. Section §2.5 summarizes the performance of the digital implementations in each
aspect and establishes the optimum alternatives depending on the existing requirements. Fi-
nally, experimental results of section §2.7 validate the theoretical analysis regarding the effects
of discretization on the performance of resonant controllers.
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TABLE 2.1
RELATIONS FOR DISCRETIZING R1h(s) AND R2h(s) BY DIFFERENT METHODS

Discretization method Equivalence Notation (i ∈ {1,2})

Zero-order hold (step invariant) X(z) = (1− z−1)Z

{
L−1

[
X(s)

s

]∣∣∣
t=kTs

}
R zoh

ih
(z)

First-order hold (triangle hold) X(z) = (1−z−1)2

z−1Ts
Z

{
L−1

[
X(s)

s2

]∣∣∣
t=kTs

}
R t

ih
(z)

Forward Euler s = 1−z−1

z−1Ts
R f

ih
(z)

Backward Euler s = 1−z−1

Ts
Rb

ih
(z)

Tustin (trapezoid) s = 2
Ts

1−z−1

1+z−1 R t
ih
(z)

Tustin with prewarping s = hω1

tan
(

hω1Ts
2

) 1−z−1

1+z−1 R tp
ih
(z)

Zero-pole matching z = e sTs R zpm
ih

(z)

Impulse invariant X(z) = Ts Z
{
L−1 [X(s)]|t=kTs

}
R imp

ih
(z)

2.2 Digital Implementations of Resonant Controllers without
Delay Compensation

2.2.1 Implementations Based on the Continuous Transfer Function Dis-
cretization

Table 2.1 shows the most common discretization methods. The Simpson’s Rule approxima-
tion has not been included because it transforms a second-order function to a fourth-order one,
which is undesirable from an implementation viewpoint [306].

The techniques reflected in Table 2.1 have been applied to R1h(s) and R2h(s) [see (1.30)
and (1.34)], leading to the discrete mathematical expressions shown in Table 2.2. The detailed
mathematical operations can be found in Appendix A.1. From Table 2.2, it can be seen that the
effect of each discretization method on the resonant poles displacement will be equal in both
R1h(s) and R2h(s), since each method leads to the same denominator in both resonant terms.

It should be noted that zero-pole matching (ZPM) permits a degree of freedom Kd to main-
tain the gain for a specific frequency [306].

2.2.2 Implementations Based on Two Discrete Integrators

From section §1.2.7.1, GPRh(s) can be implemented by decomposing R1h(s) into two sim-
ple integrators, as shown in Fig. 1.22a [63]. This structure is considered advantageous when
frequency adaptation is required, since no explicit trigonometric functions are needed. An anal-
ogous reasoning can be applied to GVPIh(s), leading to the block diagram proposed in Fig. 2.1.
Instead of developing an equivalent scheme to the total transfer function GVPIh(s), an individual
scheme could be obtained for implementing each resonant term R1h(s) and R2h(s), but in this
case the former is preferable because of the saving of resources.
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TABLE 2.2
z-DOMAIN TRANSFER FUNCTIONS OBTAINED BY DISCRETIZATION OF R1h(s) AND R2h(s) BY

DIFFERENT METHODS

Discretized R1h(s) Discretized R2h(s)

R zoh
1h

(z) = sin(hω1Ts)
hω1

z−1−z−2

1−2z−1 cos(hω1Ts)+z−2 R zoh
2h

(z) = 1−z−1(cos(hω1Ts)+1)+z−2 cos(hω1Ts)
1−2z−1 cos(hω1Ts)+z−2

R foh
1h

(z) = 1−cos(hω1Ts)

h2ω2
1 Ts

1−z−2

1−2z−1 cos(hω1Ts)+z−2 R foh
2h

(z) = sin(hω1Ts)
hω1Ts

1−2z−1+z−2

1−2z−1 cos(hω1Ts)+z−2

R f
1h
(z) = Ts

z−1−z−2

1−2z−1+z−2(h2ω2
1 T 2

s +1)
R f

2h
(z) = 1−2z−1+z−2

1−2z−1+z−2(h2ω2
1 T 2

s +1)

Rb
1h
(z) = Ts

1−z−1

(h2ω2
1 T 2

s +1)−2z−1+z−2 Rb
2h
(z) = 1−2z−1+z−2

(h2ω2
1 T 2

s +1)−2z−1+z−2

R t
1h
(z) = 2Ts

1−z−2

(h2ω2
1 T 2

s +4)+z−1(2h2ω2
1 T 2

s −8)+z−2(h2ω2
1 T 2

s +4)
R t

2h
(z) = 4 1−2z−1+z−2

(h2ω2
1 T 2
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1 T 2
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1 T 2

s +4)
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(z) = cos2
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2

)
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Figure 2.1: Block diagram of frequency adaptive GVPIh(s) controller based on two integrators.
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TABLE 2.3
DISCRETE TRANSFER FUNCTIONS GPRh(s) AND GVPIh(s) OBTAINED BY TWO DISCRETIZED

INTEGRATORS

Discretization Discretized GPRh(s) Discretized GVPIh(s)

Forward

& backward
G f&b

PRh
(z) = KPh +

KIh Ts(z−1−z−2)

1+z−1(h2ω2
1 T 2

s −2)+z−2 G f&b
VPIh

(z) =
KPh+z−1(KIh Ts−2KPh )−z−2(KIh Ts−KPh )

1+z−1(h2ω2
1 T 2

s −2)+z−2

Backward

& backward

+ delay

Gb&b
PRh

(z) = KPh +
KIh Ts(1−z−1)

1+z−1(h2ω2
1 T 2

s −2)+z−2 Gb&b
VPIh

(z) =
(KIh Ts+KPh )−z−1(KIh Ts+2KPh )+z−2KPh

1+z−1(h2ω2
1 T 2

s −2)+z−2

Tustin
G t&t

PRh
(z)= G t

PRh
(z) = KPh+ G t&t

VPIh
(z)= G t

VPIh
(z)=

& Tustin
+

2 KIh Ts (1−z−2)

(h2ω2
1 T 2

s +4)+z−1(2h2ω2
1 T 2

s −8)+z−2(h2ω2
1 T 2

s +4)
=

4 KPh+2 KIh−8 z−1 KPh+z−2 (4 KPh−2 KIh )

(h2ω2
1 T 2

s +4)+z−1(2h2ω2
1 T 2

s −8)+z−2(h2ω2
1 T 2

s +4)

It has been suggested in [220] to discretize the direct integrator of Fig. 1.22a scheme using
forward Euler method, and the feedback one using the backward Euler method. This is the
most common approach [218–222]. Additional alternatives of discretization for both integrators
have been analyzed in [221], and it was also proposed to use Tustin for both integrators, or to
discretize both with backward Euler, adding a one step delay in the feedback line. In this
chapter, these proposals have been also applied to the block diagram shown in Fig. 2.1. Table
2.3 shows these three discrete-time implementations of the schemes depicted in Fig. 1.22. The
mathematical operations are developed in Appendix A.1.

It should be noted that G t&t
jh

(z) and G t
jh
(z) are equivalent for both j = PR and j = VPI, since

the Tustin transformation is based on a variable substitution. The same is true for the rest of
methods that consist in substituting s as a function of z. However, zero-order hold (ZOH), first-
order hold (FOH), ZPM and impulse invariant methods applied separately to each integrator do
not lead to G zoh

jh
, G foh

jh
, G zpm

jh
and G imp

jh
, respectively. Indeed, to discretize an integrator with

ZOH, FOH or ZPM yields the same way as a forward Euler substitution, while to discretize an
integrator with the impulse invariant is equivalent to employ backward Euler.

2.3 Influence of Discretization on Roots Distribution

2.3.1 Resonant Poles Displacement
The z-domain transfer functions obtained in section §2.2 can be grouped in the sets of

Table 2.4, since some of them present an identical denominator, and therefore, coinciding poles.
Fig. 2.2 represents the pole locus of the transfer functions in Table 2.4. Damped resonant

controllers do not assure perfect tracking [65]; poles must be placed in the unit circumference,
which corresponds to a zero damping factor (infinite gain). All discretization techniques apart
from A and B lead to undamped poles; the former maps the poles outside of the unit circle,
whereas the latter moves them toward the origin, causing a damping factor different from zero,
so both methods should be avoided. This behavior finds its explanation in the fact that these
two techniques do not map the left half-plane in the s-domain to the exact area of the unit circle
[306].
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TABLE 2.4
GROUPS OF EXPRESSIONS WITH IDENTICAL POLES IN THE z-DOMAIN

Group Expressions (i ∈ {1,2}; j ∈ {PR,VPI}) Denominator
A R f

ih
(z) 1−2z−1 + z−2(h2ω2

1 T 2
s +1)

B Rb
ih
(z) (h2ω2

1 T 2
s +1)−2z−1 + z−2

C R t
ih
(z),G t&t

jh
(z) (h2ω2

1 T 2
s +4)+ z−1(2h2ω2

1 T 2
s −8)+ z−2(h2ω2

1 T 2
s +4)

D G f&b
jh

(z),Gb&b
jh

(z) 1+ z−1(h2ω2
1 T 2

s −2)+ z−2

E R zoh
ih

(z),R foh
ih

(z),R tp
ih
(z),R zpm

ih
(z),R imp

ih
(z) 1−2z−1 cos(hω1Ts)+ z−2
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Figure 2.2: Pole locus of the discretized resonant controllers, at fs = 10 kHz (fundamental to
17th odd harmonics).

However, there is an additional issue that should be taken into account. Although groups C,
D and E achieve infinite gain, it can be appreciated that, for an identical value of h f1, their poles
are located in different positions of the unit circumference. This fact reveals that there exists
a difference between h f1 and the actual resonant frequency fa, depending on the employed
implementation, as also observed in Fig. 2.3d. Consequently, the infinite gain may not match
the frequency of the controller references, causing steady-state error.

Figs. 2.3a to 2.3c depict the error h f1− fa in hertz, as a function of h f1 and fs for each
group. The poles displacement increases with Ts and h f1, with the exception of group E. The
slope of the error is also greater as these parameters become higher. Actually, the denominator
of group D is a second-order Taylor series approximation of group E. This fact explains the
increasing difference between them as the product hω1Ts becomes larger.
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(a) Group C transfer functions. (b) Group D transfer functions.

(c) Group E transfer functions.
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(d) Open-loop frequency response of discrete-time res-
onant controllers tuned at h f1 = 350 Hz , with fs =
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Figure 2.3: Deviation of the actual resonant frequency fa of the discretized controller from the
resonant frequency h f1 of the continuous controller.
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Some important outcomes from this study should be highlighted.

• The Tustin transformation, which is a typical choice in digital control due to its accuracy
in most applications, features the most significant deviation in the resonant frequency.

• The error exhibited by the methods based on two discretized integrators becomes sig-
nificant even for high sampling frequencies and low order harmonics. For instance, at
fs = 10 kHz, group D exhibits an error of +0.7 Hz for the seventh harmonic, which causes
a considerable gain loss (see Fig. 2.3d). When dealing with higher harmonic orders, such
as 13 and 17, it raises to 4.6 Hz and 10.4 Hz, respectively, which is unacceptable.

• Group E leads to poles that match the original continuous ones, so the resonant peak
always fits the design frequency h f1.

2.3.2 Effects on Zeros Distribution
Once assured infinite gain due to a correct position of the poles, another factor to take

into account is the displacement of zeros caused by the discretization. Resonant controllers
that belong to group E have been proved to be more suitable for an optimum implementation
in terms of resonant peak displacement. However, the numerators of these discrete transfer
functions are not the same, and they depend on the discretization method. This aspect has a
direct relation with stability, so it should not be ignored.

On the other hand, although group D methods produce a resonant frequency error, they
avoid the calculation of explicit cosine functions when frequency adaptation is needed. This
fact may imply an important saving of resources. Therefore, it is also of interest to establish
which is the best option of that set.

The analysis will be carried out by means of the frequency response. The infinite gain at
hω1 is given by the poles position, whereas zeros only have a visible impact on the gain at
other frequencies. Concerning phase, the mapping of zeros provided by the discretization may
affect all the spectrum, including the phase response near the resonant frequency. Due to the
high gain around hω1, the phase introduced by the resonant terms at ω ≈ hω1 will have much
more impact on the phase response of the whole system than at the rest of the spectrum [64].
Therefore, the influence of discretization on the stability should be studied mainly by analyzing
the phase lag caused at ω ≈ hω1.

2.3.2.1 Displacement of R1h(s) Zeros by Group E Discretizations

Fig. 2.4 compares the frequency response of a resonant controller R1h(s), tuned at h f1 =
350 Hz, when discretization methods of group E are employed at fs = 10 kHz. An almost
equivalent magnitude behavior is observed, even though R imp

1h
(z) has a lower attenuation in the

extremes, and both R tp
1h
(z) and R foh

1h
(z) tend to reduce the gain at high frequencies. However, the

phase versus frequency plot differs more significantly.
From Fig. 2.4, it can be appreciated that R tp

1h
(z) and R foh

1h
(z) are the most accurate when

comparing with R1h(s). On the contrary, the phase lag introduced by R zoh
1h

(z) and R zpm
1h

(z) is
higher than for the continuous model. This fact is particularly critical at ω ≈ hω1, even though
they also cause delay for higher frequencies. As shown in Fig. 2.4, they introduce a phase
lag at h f1 = 350 Hz of 6.3◦. For higher values of hω1Ts, it becomes greater. For instance, if
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Figure 2.4: Bode plot of R1h(s) discretized with group E methods, tuned at h f1 = 350 Hz and
with fs = 10 kHz.

tuned at a resonant frequency of h f1 = 1750 Hz with fs = 10 kHz, the delay is 32◦. Therefore,
the implementation of R zoh

1h
(z) and R zpm

1h
(z) may lead to instability. On the other hand, R tp

1h
(z),

R foh
1h

(z) and R imp
1h

(z) accurately reproduce the frequency response at the resonant frequency,

maintaining the stability of the continuous controller at hω1. Fig. 2.4 also shows that R imp
1h

(z)
introduces less phase lag in open-loop for the rest of the spectrum, thereby allowing for a larger
phase margin.

In any case, the influence of the discretization at ω 6= hω1 is not as important as its effect
on the stability at ω ≈ hω1, since the gain of R1h(z) is much lower at these frequencies. Con-
sequently, the phase lead of R imp

1h
(z) at high frequencies can be neglected unless great values of

KIh/KPT are employed. In these cases, it can be taken into account in order to avoid unexpected
reductions in the phase margin that could affect the stability, or even to increase its value over
the phase margin of the continuous system by means of R imp

1h
(z).

2.3.2.2 Displacement of R2h(s) Zeros by Group E Discretizations

The frequency response of R2h(s) discretizations is shown in Fig. 2.5a. It can be seen that
ZOH produces a phase lag near the resonant frequency that could affect stability.

Among the rest of possibilities of group E, the impulse invariant method is also quite unfa-
vorable: it provides much less gain after the resonant peak than the rest of the discretizations.
This fact causes that the zero phase provided by R2h(z) for ω > hω1 has much less impact on
the global transfer function GVPIh(z), in comparison to the phase delay introduced by R1h(z).
In this manner, the phase response of GVPIh(z) shows a larger phase lag if R2h(s) is discretized
with impulse invariant instead of other methods, worsening the stability at ω > hω1.
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Actually, as shown in Fig. 2.5b, if R imp
2h

(z) is used, the delay of GVPIh(z) may become close
to −45◦ for certain frequencies, which is certainly not negligible. This is illustrated, as an
example, in Fig. 2.5b, in which the Bode plot of GVPIh(z), when it is implemented as R imp

1h
(z)

and R2h(s) is discretized with the different methods, is shown. Fixed values of KIh and KPh

have been employed to make the comparison possible. KIh = KPh RF/LF has been chosen, so
the cross-coupling due to the plant is canceled [56, 57], and an arbitrary value of 1 has been
assigned to KPh as an example. According to the real parameters of the laboratory prototype,
LF = 5 mH and RF = 0.5 Ω. If the ratio KIh/KPh is changed, the differences will become more
or less noticeable, but essentially each method will still affect in the same manner. It should be
remarked that the phase response of GVPIh(z) at ω ≈ hω1 is not modified by Rimp

1h
(z), but only

by the discretization of R2h(s). Fig. 2.5b also shows that some implementations introduce less
phase at low frequencies than GVPIh(z), but the influence of this aspect on the performance can
be neglected.

In conclusion, any of the discretization methods of group E, with the exception of impulse
invariant and ZOH, are adequate for the implementation of R2h(z). Actually, the influence of
these two methods is so negative that they could easily lead to instability of continuous resonant
controllers with considerable stability margins.

2.3.2.3 Displacement of Zeros by Group D Discretizations

Fig. 2.6a shows the Bode plot of R1h(s) implemented with set D schemes. R f&b
1h

(z) pro-
duces a phase lead in comparison to R1h(s), whereas Rb&b

1h
(z) causes a phase lag. This is also

true at ω ≈ hω1, which are the most critical frequencies. Therefore, R f&b
1h

(z) is preferable to
Rb&b

1h
(z). On the other hand, as can be appreciated in Fig. 2.6b, the Bode plots of G f&b

VPIh
(z)

and Gb&b
VPIh

(z) scarcely differ. They both achieve an accurate reproduction of GVPIh(s) frequency
response. Actually, at ω ≈ hω1 they provide exactly the same phase. Consequently, they can be
indistinctly employed with satisfactory results.

2.4 Influence of Discretization on Delay Compensation

2.4.1 Delay Compensation in the Continuous Domain

A proportional-resonant (PR) controller with delay compensation can be implemented in
the s-domain as (1.31). It is also possible to add a delay compensation technique to vector
proportional-integral (VPI) controllers. This was actually done in several works [51, 57, 58].
Because of GVPIh(s) superior stability, it only requires delay compensation for much greater res-
onant frequencies than GPRh(s) [51, 56–58]. However, specific details about how to implement
VPI controllers with delay compensation have not been presented.

Delay compensation for VPI controllers could be obtained by selecting KPh = cos(φ ′h) and
KIh =−hω1 sin(φ ′h). Nevertheless, this approach would not permit to choose the parameters so
as to satisfy KIh/KPh = RF/LF; thus, it would not cancel the cross-coupling terms as proposed
in [56, 57]. Instead, an alternative approach is proposed here. R1h(s) and R2h(s) may be indi-
vidually implemented with a phase lead φ ′h each, so KPh and KIh can be still adjusted in order to
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Figure 2.7: Implementations of Rd
1h
(s) and Rd

2h
(s) based on two integrators.

cancel the plant pole:

Gd
VPIh

(s) = KPh

s2 cos(φ ′h)− s hω1 sin(φ ′h)
s2 +h2ω2

1
+KIh

s cos(φ ′h)−hω1 sin(φ ′h)
s2 +h2ω2

1

= KPh Rd
2h
+KIh Rd

1h
.

(2.1)

It should be noted that Rd
1h

coincides with the resonant term in (1.31). Equation (2.1) can be
rearranged as

Gd
VPIh

(s) = Kh
(s LF +RF)

[
s cos(φ ′h)−hω1 sin(φ ′h)

]
s2 +h2ω2

1
(2.2)

which, at the same time, is equal to G+
cPIh

(s) e j φ ′h +G−cPIh
(s) e− j φ ′h . Nevertheless, (2.1) is the

expression considered in this chapter, because the decomposition of Gd
VPIh

(s) into two separated
transfer functions Rd

1h
and Rd

2h
permits to study a lot of different possibilities for discretization

of Gd
VPIh

(s). The optimum discretization approach for Gd
VPIh

(s) will be the combination of the
optimum discrete-time implementations for each resonant term.

If the resonant terms are decomposed by the use of two integrators, it is possible to perform
the delay compensation by means of the block diagrams depicted in Figs. 2.7a and 2.7b, for
Rd

1h
(s) and Rd

2h
(s), respectively. It should be remarked that, unlike GVPIh(s) (see Fig. 2.1), it is

not possible to implement Gd
VPIh

(s) with a single scheme based on two integrators.
Fig. 2.8 illustrates the effect of the computational delay compensation for both Rd

1h
(s) and

Rd
2h
(s), setting h f1 = 350 Hz and fs = 10 kHz as an example. As the number of samples ns to

compensate increases (φ ′h = hω1nsTs is considered), the 180◦ phase shift at h f1 rises, compen-
sating the phase lag that would be caused by the system delay.

2.4.2 Discrete-Time Implementations of Delay Compensation Schemes
As stated in section §1.2.7, the delay compensation may be implemented for each resonant

term separately. For this reason, it is convenient to study how each discretization method af-
fects the effectiveness of the delay compensation for Rd

1h
(z) and Rd

2h
(z) individually. Effects on

groups E and D implementations, due to their superior performance, are analyzed. Table 2.5
and Table 2.6 reflect the discrete transfer functions obtained by the application of these methods
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Figure 2.8: Frequency response of Rd
1h
(s) and Rd

2h
(s), for different values of ns. Parameters:

h f1 = 350 Hz and fs = 10 kHz.

to Rd
1h
(s) and Rd

2h
(s), respectively. Rd f&b

1h
(z) and Rdb&b

1h
(z) result of applying the corresponding

discretization transforms to the scheme shown in Fig. 2.7a. On the other hand, Rd f&b

2h
(z) and

Rdb&b

2h
(z) are obtained by discretizing the integrators shown in Fig. 2.7b. The mathematical

operations are developed in Appendix A.2.
Substitution of ns = 0 in Table 2.5 and Table 2.6 leads to the expressions of Table 2.2 and

Table 2.3, respectively. It can be also noted that Rd imp

1h
(z) is approximately equivalent to the

proposals of Yuan et al. [64] for digital implementation of the computational delay (further
exposed in section §3.4.2).

2.4.3 Study of Discretization Effects on Delay Compensation

In order to quantify the influence of each discretization technique on the desired delay com-
pensation, an error function εφh is defined as follows:

εφh = lim
ω→hω1

[
∠Rd

ih(s)−∠RdX

ih (z)
]

(2.3)

for each discretization method X , with i ∈ {1,2}. This parameter reflects the difference in
degrees between the expected and the actual phase lead introduced. It can be evaluated as a
function of fs, ns and hω1. Figs. 2.9 and 2.10 show the resulting values of applying the error
function to discretization methods E and D, respectively.

Since the variables Ts and hω1 always appear together in the expressions as a product, both
parameters have an analogous impact on the delay compensation. In this manner, the error
increases with Ts with the same rate of change as with hω1.

Fig. 2.9a represents εφh evaluated in the cases of Rd zoh

1h
(z) and Rd zoh

2h
(z). It assumes large

values for most combinations of Ts and hω1, so these discretizations are not appropriate. It
should be also noted that, for Rd zoh

1h
(z) and Rd zoh

2h
(z), the error is independent of ns.
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TABLE 2.5
Rd

1h
(s) DISCRETIZED BY GROUPS E AND D

Zero-order

hold
Rd zoh

1h
(z) =

z−1[sin(φ ′h+hω1Ts)−sin(φ ′h)]+z−2[sin(φ ′h−hω1Ts)−sin(φ ′h)]
hω1[1−2z−1 cos(hω1Ts)+z−2]

First-order
Rd foh

1h
(z) = cos(φ ′h)

(1−z−2) [1−cos(hω1Ts)]

h2ω2
1 Ts[1−2z−1 cos(hω1Ts)+z−2]

hold
+sin(φ ′h)

(1+z−2) [sin(hω1Ts−hω1)]+2 z−1 [hω1 cos(hω1Ts)−sin(hω1Ts)]

h2ω2
1 Ts[1−2z−1 cos(hω1Ts)+z−2]

Tustin with

prewarping
Rd tp

1h
(z) =

1
2 (1−z−2)cos(φ ′h)sin(hω1Ts)−(1+2z−1+z−2)sin(φ ′h)sin2

(
hω1Ts

2

)
hω1[1−2z−1 cos(hω1Ts)+z−2]

Zero-pole

matching
Rd zpm

1h
(z) = Kd

z−1−z−2etan(φ ′h)hω1Ts

1−2z−1 cos(hω1Ts)+z−2

Impulse

invariant
Rd imp

1h
(z) = Ts

cos(φ ′h)−z−1 cos(φ ′h−hω1Ts)

1−2z−1 cos(hω1Ts)+z−2

Forward

& backward
Rd f&b

1h
(z) = Ts

z−1[cos(φ ′h)−hω1Ts sin(φ ′h)]−z−2 cos(φ ′h)
1+z−1(h2ω2

1 T 2
s −2)+z−2

Backward

& backward
Rdb&b

1h
(z) = Ts

cos(φ ′h)−z−1[cos(φ ′h)+hω1Ts sin(φ ′h)]
1+z−1(h2ω2

1 T 2
s −2)+z−2

TABLE 2.6
Rd

2h
(s) DISCRETIZED BY GROUPS E AND D

Zero-order

hold
Rd zoh

2h
(z) = (1−z−1)cos(φ ′h)−(z

−1−z−2)cos(φ ′h−hω1Ts)

1−2z−1 cos(hω1Ts)+z−2

First-order

hold
Rd foh

2h
(z) = [sin(φ ′h+hω1Ts)−sin(φ ′h)]−2z−1 sin(hω1Ts)cos(φ ′h)+z−2[sin(hω1Ts−φ ′h)+sin(φ ′h)]

hω1Ts[1−2z−1 cos(hω1Ts)+z−2]

Tustin with

prewarping Rd tp

2h
(z) =

1
2 (−1+z−2)sin(φ ′h)sin(hω1Ts)+(1−2z−1+z−2)cos(φ ′h)cos2

(
hω1Ts

2

)
1−2z−1 cos(hω1Ts)+z−2

Zero-pole

matching Rd zpm

2h
(z) = Kd

1−z−1
[
1+etan(φ ′h)hω1Ts

]
+z−2etan(φ ′h)hω1Ts

1−2z−1 cos(hω1Ts)+z−2

Impulse

invariant
Rd imp

2h
(z) = hω1Ts

−sin(φ ′h)+z−1 sin(φ ′h−hω1Ts)

1−2z−1 cos(hω1Ts)+z−2

Forward

& backward
Rd f&b

2h
(z) = (1−2z−1+z−2)cos(φ ′h)−(z

−1−z−2)hω1Ts sin(φ ′h)
1+z−1(h2ω2

1 T 2
s −2)+z−2

Backward

& backward
Rdb&b

2h
(z) = (1−2z−1+z−2)cos(φ ′h)−(1−z−1)hω1Ts sin(φ ′h)

1+z−1(h2ω2
1 T 2

s −2)+z−2
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(a) Rd zoh

1h
(z), Rd zoh

2h
(z). The same error is obtained for ns = 0,1,2.

(b) Rd foh

1h
(z), Rd tp

1h
(z), Rd imp

1h
(z), Rd foh

2h
(z), Rd tp

2h
(z), Rd imp

2h
(z). The

same error is obtained for ns = 0,1,2.

(c) Rd zpm

1h
(z).

Figure 2.9: Continued on next page.
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(d) Rd zpm

2h
(z).

Figure 2.9: Study of the error in degrees εφh between the expected and the actual phase within
a vicinity of the resonant frequency, for Rd

1h
(s) and Rd

2h
(s) discretized with group E methods.

This figure is continued from previous page.

On the other hand, as illustrated in Fig. 2.9b, three of the considered discretization methods
provide an accurate delay compensation for both resonant terms: impulse invariant, Tustin with
prewarping and FOH.

From Figs. 2.9c and 2.9d, it can be appreciated that the ZPM method is not recommendable
for discretizing neither Rd

1h
(s) nor Rd

2h
(s). Indeed, it provides the largest phase error. It is

interesting to note that, on the contrary, ZPM is adequate for R2h(s) when delay compensation
is not included (proved in section §2.3). This result is also confirmed by the surface ns = 0
shown in Fig. 2.9d.

Fig. 2.9 illustrates that, for E methods, the discrepancy is more significant as higher is hω1.
This is really important, since the effect of delay compensation should be taken into account for
high resonant frequencies. Concerning group D implementations, they do not always lead to a
positive slope ∂εφh/∂ (hω1); for certain intervals, as shown in Fig. 2.10, the opposite is true. In
any case, the error is of great magnitude in both groups for most values of Ts and hω1.

It can be observed in Figs. 2.10a and 2.10c that Rdb&b

1h
and Rdb&b

2h
introduce a phase lead

greater than the continuous controller. This fact is preferable to the cases of Rd f&b

1h
and Rd f&b

2h
,

in which stability is reduced by a phase lag, as depicted, respectively, in Figs. 2.10a and 2.10a.
Nevertheless, the positive phase difference is actually so large that it could also lead to an
unstable system. For these reasons, group D methods should be avoided if delay compensation
is needed.

In summary, the only methods that provide an accurate discretization of delay compensation
schemes are, for either resonant term, the impulse invariant, Tustin with prewarping or FOH
transforms.
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(a) Rd f&b

1h
(z). The error of Rdb&b

1h
(z) is the opposite.

(b) Rd f&b

2h
(z).

(c) Rdb&b

2h
(z). Note that the error is negative.

Figure 2.10: Study of the error in degrees εφh between the expected and the actual phase within
a vicinity of the resonant frequency, for Rd

1h
(s) and Rd

2h
(s) discretized with group D methods.
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TABLE 2.7
PERFORMANCE SUMMARY OF THE DISCRETE-TIME IMPLEMENTATIONS

Infinite Resonance Delay Trig.
Implementations

gain deviation
Effect on zeros

comp. terms
References

R f
1h
(z),Rb

1h
(z)

R f
2h
(z),Rb

2h
(z)

No - - - No [153, 276]

R t
1h
(z),G t&t

PRh
(z) [210, 230, 246]

R t
2h
(z),G t&t

VPIh
(z)

Yes Very Large - - No
[221–225]

Gb&b
PRh

(z) Yes Large Phase lag at hω1 Inaccurate No [221]

G f&b
PRh

(z) Yes Large Phase lead at hω1 Inaccurate No [218–222, 298]

G f&b
VPIh

(z),Gb&b
VPIh

(z) Yes Large Accurate Inaccurate No -

R zoh
1h

(z),R zpm
1h

(z)

R zoh
2h

(z)
Yes No Phase lag at hω1 Inaccurate Yes [277]

R zpm
2h

(z) Yes No Accurate Inaccurate Yes -

Accurate at hω1 and
R imp

1h
(z) Yes No

phase lead at ↑ ω
Accurate Yes [64, 205]

Accurate at hω1 and
R imp

2h
(z) Yes No

phase lag at ↑ ω
Accurate Yes -

R foh
1h

(z),R tp
1h
(z) [46, 70, 91]

R foh
2h

(z),R tp
2h
(z)

Yes No Accurate Accurate Yes
[157, 226–228]

2.5 Summary of Optimum Discrete-Time Implementations

Table 2.7 summarizes the performance of the implementations in each of the aspects that
have been carried out in the previous sections. The second and third columns correspond to
section §2.3.1, the fourth column corresponds to section §2.3.2, and the fifth one corresponds to
section §2.4. Table 2.7 also indicates which alternatives include explicit trigonometric functions
in their difference equations, which lead to a higher computational burden if they are calculated
on-line (frequency adaptation). Finally, the last column points out several previous works that
employ certain implementations.

Different situations and requirements may arise when dealing with real applications. Table
2.8 shows the best tradeoff alternatives for discrete-time implementation depending on which
are the specific requirements of a particular application.

It is known that one of the most important drawbacks of resonant regulators is their sensi-
tiveness to frequency variations of the signal to be controlled [24, 307]. Many of the existing
proposals for frequency adaptation of resonant controllers are based on discretizing two sep-
arated integrators (defined as group D in section §2.2.2) [219–222]. Their main advantage is
the fact that they do not require the on-line computation of explicit cosine functions. However,
these schemes cause an error in the frequency at which the resonance occurs, as proved in sec-
tion §2.3.1. Moreover, as concluded in section §2.4, group D implementations are not adequate



60 CHAPTER 2. DISCRETIZATION OF RESONANT CONTROLLERS

TABLE 2.8
OPTIMUM DISCRETE-TIME IMPLEMENTATIONS

No frequency adaptation

No delay G imp,foh,tp
PRh

(z)

comp. GVPIh(z) = KPh R foh,tp,zpm
2h

(z)+KIh R imp,foh,tp
1h

(z)

Delay Gd imp,foh,tp

PRh
(z)

comp. Gd
VPIh

(z) = KPh Rd foh,tp

2h
(z)+KIh Rd imp,foh,tp

1h
(z)

Frequency adaptation

No delay G f&b
PRh

(z) *G imp,foh,tp
PRh

(z)

comp. G f&b
VPIh

(z), Gb&b
VPIh

(z) *GVPIh(z) = KPh R foh,tp,zpm
2h

(z)+KIh R imp,foh,tp
1h

(z)

Delay *Gd imp,foh,tp

PRh
(z)

comp. *GVPIh(z) = KPh Rd foh,tp

2h
(z)+KIh Rd imp,foh,tp

1h
(z)

* Requires the on-line computation of cos(hω1Ts) terms as hω1 varies.

for delay compensation schemes. Therefore, they should only be employed when delay com-
pensation is not required and frequency adaptation is needed in combination with a low value
of the product hω1Ts. In these cases, their advantage in computational simplicity makes them
an interesting solution, specially when low-cost digital devices are employed. From the whole
study, the best alternatives among group D methods are G f&b

PRh
(z), G f&b

VPIh
(z) and Gb&b

VPIh
(z).

On the other hand, referring back to section §2.3.1, group E methods achieve an accurate
resonant poles mapping. Furthermore, it is possible to provide frequency adaptation to group E
expressions by calculating the coefficients as hω1 varies, as done in [308]. In that manner, the
performance would be superior in terms of resonant poles displacement and stability, even when
tracking high frequencies and employing low values of fs. Nevertheless, it would require the on-
line computation of a cosine function for each resonance in every sample, so the computational
burden may increase significantly.

Among group E discretizations, the most appropriate from the point of view of stability have
been demonstrated in section §2.3.2 to be FOH, Tustin with prewarping and ZPM in the case
of R2h(s); on the other hand, the impulse invariant method, Tustin with prewarping and FOH
are the most suitable ones for R1h(s). However, ZPM is not adequate for implementing delay
compensation for R2h(s), as proved in section §2.4.

2.6 Experimental Setup Description
The experimental setup consists of a single-phase APF prototype; the choice of implement-

ing the resonant controllers for an APF is mainly based on the fact that it is an application very
suitable for testing their performance when tracking different frequencies. These results can be
extended to other single-phase and three-phase applications where a perfect tracking/rejection
of references/disturbances is sought through resonant controllers. The goal of the laboratory
experimental setup is to assess the following main theoretical approaches.
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TABLE 2.9
POWER CIRCUIT VALUES

Parameter Value
v∗dc 220 V

vS rms 110 V

C 3.3 mF

LF 5 mH

RF 0.5 Ω

LS 50 µH

fsw = fs 10 kHz

1) A comparison among discretization methods, testing the ability of different strategies to
provide a good tracking/rejection of harmonic references/disturbances by means of an
accurate mapping of the resonant poles (section §2.7.1).

2) Effectiveness of the discrete-time delay compensation provided by FOH, Tustin with pre-
warping and impulse invariant discretizations. It is proved by checking the performance
of resonant controllers tuned at high values of hω1 (section §2.7.2).

3) Regarding on-line frequency adaptation, assessment of the difference in terms of compu-
tational burden between the most accurate implementations and those that do not require
on-line calculation of explicit trigonometric functions (section §2.7.3).

The tests carried out in order to prove 1) and 2) are performed without on-line frequency
adaptation, since the aspect under study is the accuracy of the implementations when the input
frequency is fixed and well-known, so the resonant controllers are implemented with constant
coefficients (calculated off-line). Actually, hω1 should have a fixed value during these tests,
so the different implementations are compared under the same conditions. Frequency adaptive
resonant controllers are implemented for the last experiment, which provides a comparison in
terms of computational effort.

It is not intended to provide a comparison between GPRh(s) and GVPIh(s) controllers. That
kind of study has already been presented in other works [51, 57, 58, 120].

Fig. 2.11 shows the tested single-phase APF prototype. The APF is an insulated-gate bipo-
lar transistor (IGBT) based voltage source converter (VSC) connected to the point of common
coupling (PCC) through the interfacing inductor LF. The equivalent series resistance RF of
this inductor has been measured and taken into account in the modeling of the plant. A pro-
grammable load (Hocherl & Hackl ZSAC426) is connected in parallel to the APF. This load
allows to specify the demanded current harmonic content up to the 15th harmonic. A pro-
grammable ac source (Chroma 61501) has been employed to supply the v ac voltage. Note that
vPCC corresponds to the perturbation vac in section §1.2.2; the APF current iF and its refer-
ence i∗F correspond to the i and i∗ variables in that section. Table 2.9 shows the values of the
power circuit components. The variable fsw is the IGBTs switching frequency. The source
output inductance LS is negligible with respect to LF, so that the source voltage vS verifies
vS ≈ vPCC = v ac.

The control has been implemented in a prototyping platform (dSpace DS1104), which in-
cludes a PowerPC (PPC) MPC8240 and a Texas Instruments TMS320F240 DSP. The PPC is
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Figure 2.11: APF lab prototype circuit and controller.

a 64-bit floating-point processor with a CPU clock running at 250 MHz. The algorithms are
designed using Matlab/Simulink and the real-time interface (RTI) toolbox. The PPC executes
all tasks but the pulsewidth modulation (PWM) signals generation, which is done by the digital
signal processor (DSP).

The discrete-time solver has been set at fs = 10 kHz. The goals of the digital controller
are to compensate for the selected load harmonic currents iLh and to keep constant the dc-link
voltage vdc. The proposed controller works as follows:

• The harmonic currents to compensate iLh are extracted from the instantaneous load cur-
rent iL by means of digital signal processing. The method proposed in [309] to identify
the fundamental current iL1 has been employed, so iLh = iL− iL1 .

• The reference fundamental current i∗F1
, calculated to maintain vdc, is obtained by means

of a proportional-integral (PI) controller and the in-phase signal from the phase-locked
loop (PLL) (θ̂1) [310]. Note that the subscript F makes reference to the current supplied
by the APF.

• The total reference of current i∗F for the APF is calculated as iLh + i∗F1
.

• The current regulator GC(z) assures that ∆iF = i∗F− iF is zero in steady-state.

• The PLL estimates the fundamental frequency (ω̂1) in order to adapt the harmonic identi-
fication algorithm and, in the tests of computational burden, also the resonant controllers.

The resonant controllers are implemented in the stationary frame, which is a common choice
due to the perfect tracking of both sequences and the lack of coordinates transformations [63–
65, 119, 210, 280]. It is also an interesting alternative to implement them in synchronous ref-
erence frame (SRF), as exposed in section §1.2.7.4. However, the effects of discretization are
analogous in both cases, so only one of these approaches is needed.
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Further information about testing facilities can be found in chapter §D.

2.6.1 Tuning of GPRh Controllers
From section §1.2.7.1, when the current controller GC(s) is based on GPRh , it can be ex-

pressed as

GC(s) =
nh

∑
h=1,3...

GPRh(s) = KPT +
nh

∑
h=1,3...

KIh R1h(s) (2.4)

with nh being the highest harmonic order to be compensated. Two values of nh will be employed
in the experiments: 15 and 61. The computation and modulation delay is also taken into account
in the plant model, that is, GPL(z) takes the form of (1.12).

The parameters of GPRh are tuned by means of the open-loop frequency response, following
the indications explained in section §1.2.7.6.

A value of KPT = 32 has been selected so that a bandwidth of about 1 kHz is achieved.
Consequently, it is possible to employ resonant controllers without delay compensation for
nh = 15, which is necessary for some of the experiments. Fig. 2.12 depicts the open-loop
frequency response obtained after the tuning process, for nh = 15. The phase margin PMP
results in 34◦, assuring stability.

The parameter KIh should be tuned to obtain an adequate compromise between selective fil-
tering and dynamic response (see section §1.2.7.6). An identical integral gain has been selected
for each harmonic h in order to achieve the same bandwidth for all of them. In this manner,
a similar tradeoff between selectivity and transient response is assured for each resonant fre-
quency. Actually, it is a common practice to tune PR controllers with identical gains KIh for all
harmonics [64, 228, 229]. Furthermore, as the selectivity becomes independent of the harmonic
order, it will be possible to assess in the experiments the dependence of the resonance deviation
on h, which is one of the main objectives of the experiments. Taking into account all these
aspects, a value of KIh = 2000 has been selected. It can be mentioned that, from (1.28), this is
equivalent to an integral gain of 1000 in a PI controller in SRF.

2.6.2 Tuning of GVPIh Controllers
From section §1.2.7.2, the total current controller is

GC(s) =
nh

∑
h=1,3...

GVPIh(s). (2.5)

The gains of GVPIh have been tuned according to the indications exposed in [56, 57], which
were also reviewed in section §1.2.7.6.

• In order to cancel the cross-coupling caused by the L filter, KIh is selected as KPh RF/LF.

• There is a direct relation between KPh and the width of the peaks, determining the se-
lectivity and the transient time. This parameter should be set in order to provide a given
bandwidth centered at the resonant frequencies. KPh = 0.5 and KIh = 50 have been cho-
sen to achieve a closed-loop bandwidth of 16 Hz at each resonant frequency hω1, so an
adequate tradeoff between selectivity and transient response is achieved.
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Figure 2.12: Open-loop Bode diagram of GC(z)GPL(z), for PR controllers with nh = 15. PMP
denotes the phase margin, which is set by KPT .

• So as to obtain the same bandwidth for all controllers, identical gains KPh and KIh are
selected for each harmonic h, as proposed in [56, 57]. Moreover, it is necessary to employ
the same gains for each resonant frequency in order to appreciate how the resonant poles
deviation increases with the harmonic order.

2.7 Experimental Results

2.7.1 Comparison of Steady-State Error Provided by Discrete-Time Im-
plementations

The load current iL has been programmed with uniform harmonic spectrum for odd values
between the 3rd and 15th order, as depicted in Fig. 2.13. It should be noted that total harmonic
distortion (THD)-F, which means referred to fundamental, corresponds with the standard defini-
tion of THD. In this manner, the uniform spectrum of iL leads to a THD of 31.9%. In most real
applications, low harmonics exhibit higher amplitude, but iL has been chosen in that manner to
make possible the comparison of the performance as the harmonic order rises. The number of
harmonics could be increased by performing compensation of the computational delay, but it is
not done in this test due to the following reasons:

• Results obtained with nh = 15 are enough to prove the effect of discretization on the
resonant frequency. The error expected for low order harmonics is already considerable
(exposed in section §2.3.1), so testing resonant controllers tuned for higher harmonics
would not contribute any additional information.

• If higher harmonics were to be compensated, delay compensation should be implemented
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Figure 2.13: Spectrum of programmed load current iL to test the effect of resonant poles dis-
placement [both for GPRh(z) and GVPIh(z)]. THD= 31.9%.

in order to assure stability of the resonant terms. However, as exposed in section §2.4,
that would change the form of the original continuous transfer function to (1.31); thus,
additional effects of the discretization would also affect the performance apart from the
resonant poles displacement.

2.7.1.1 Steady-State Error of GPRh(s) Discretizations

Fig. 2.14 illustrates steady-state currents and corresponding spectra of iS for different
discrete-time implementations of the PR current controller GPRh(s). As expected from the
theoretical analysis provided in section §2.3.1, the steady-state error caused by the pole dis-
placement of the implementations of groups C and D is considerable and increases with the
harmonic order, as shown in Fig. 2.14d and Fig. 2.14f. Actually, for high-order harmonics,
the iS spectrum achieved by R f&b

1h
(z) and R t

1h
(z) schemes is more similar to the one provided

by a simple proportional controller (see Fig. 2.14b), than to the harmonic content achieved by
R imp

1h
(z) (see Fig. 2.14h). This fact reveals that the high-order resonant peaks of the former are

so displaced that they almost have no influence on the performance. On the other hand, R imp
1h

(z)
provides almost complete rejection of load current harmonics, which proves the accuracy of
its resonant peaks locations. The THD values also reflect the large performance difference: its
value for R f&b

1h
(z) (THD= 11.1%) and R t

1h
(z) (THD= 18.5%) doubles and triples, respectively,

that of R imp
1h

(z) (THD= 5.66%). Therefore, the superiority of group E methods for R1h(z) im-
plementation in terms of accuracy is proved.

2.7.1.2 Steady-State Error of GVPIh(s) Discretizations

Fig. 2.15 compares the steady-state currents and iS spectrum obtained by the different stable
groups of discretization methods when applied to GVPIh(s): C, D and E. As shown in Fig. 2.15e,
group E achieves a high rejection of all programmed harmonics between h = 3 and h = 15, due
to an accurate mapping of the resonant poles. On the contrary, the other groups fail to track
with unity gain the harmonic references. They produce a difference in the resonant frequency
that increases with the harmonic order, which causes steady-state error. This fact can be also
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(a) Steady-state currents for only proportional cur-
rent controller.

(b) Spectrum of iS shown in Fig. 2.14a.
THD= 20.9%.

(c) Steady-state currents for G t
PRh

(z) implementa-
tion.

(d) Spectrum of iS shown in Fig. 2.14c.
THD= 18.5%.

(e) Steady-state currents for G f&b
PRh

(z) implementa-
tion.

(f) Spectrum of iS shown in Fig. 2.14e.
THD= 11.1%.

Figure 2.14: Continued on next page.
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(g) Steady-state currents for G imp
PRh

(z) implementa-
tion.

(h) Spectrum of iS shown in Fig. 2.14g.
THD= 5.66%.

Figure 2.14: Steady-state currents and spectra of iS for different discrete implementations of
GPRh(s), with nh = 15 and f1 = 50 Hz. Ch2 is iF, Ch3 is iS and Ch4 is iL. This figure is
continued from previous page.

appreciated in the THD values: it rises from 4.89% to 12.7% and 18.2% (groups E, D and C,
respectively). In summary, E techniques have been proved to provide a superior performance
for GVPIh(s) controllers in terms of resonant poles accuracy.

2.7.2 Test of Discrete-Time Delay Compensation

The effectiveness of the digital implementations of the delay compensation will be tested by
checking their stability when compensating high order harmonics. For this reason, iL has been
programmed as a square wave with rise time and fall time of 39 µs. It contains a very demanding
spectrum of odd harmonics up to high frequencies. Its harmonic content can be observed in Fig.
2.16. In these experiments, the fast Fourier transform (FFT) tool of the oscilloscope math mode
has been employed instead of the application used in the previous tests. This is because of the
fact that the latter is only able to show harmonics up to h = 49, whereas the former is only
limited by the bandwidth of the oscilloscope.

The number of samples compensated has been set at ns = 2, since it is considered to be the
optimum value [58, 64, 120, 260].

Resonant controllers are tuned at each odd harmonic between h= 1 and h= nh = 61. Higher
frequencies could be tracked, but the precision would become really low, as the number of
samples in a period gets too small. In any case, nh = 61 is considered to be enough for proving
robustness of current controllers [57].

It should be noted that the aim of the experiment is not a proposal for an industrial proto-
type, but to provide a study about the accuracy of the resonant poles locations and the delay
compensation achieved by several discretization methods. The main reason to implement res-
onant controllers tuned at such high frequencies is to serve as an useful test for applications in
which tracking of high frequencies with respect to sampling frequency may be required, such
as in aeronautic APFs [70], high-speed ac drives [311, 312] or high-power converters (low fsw
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(a) Steady-state currents for G t−t
VPIh

(z). (b) Spectrum of iS shown in Fig. 2.15a.
THD= 18.2%.

(c) Steady-state currents for G f&b
VPIh

(z) implementa-
tion.

(d) Spectrum of iS shown in Fig. 2.14c.
THD= 12.7%.

(e) Steady-state currents for G imp−tp
VPIh

(z) implemen-
tation.

(f) Spectrum of iS shown in Fig. 2.14e.
THD= 4.89%.

Figure 2.15: Steady-state currents and spectra of iS for different discrete implementations of
GVPIh(s), with nh = 15 and f1 = 50 Hz. Ch2 is iF, Ch3 is iS and Ch4 is iL.



2.7. EXPERIMENTAL RESULTS 69

Figure 2.16: Spectrum of programmed load current iL for the tests of discrete-time delay com-
pensation.

in order to reduce losses) [313–317]. Obviously, so many resonant controllers are not required
in these cases, but the results provided confirm that there would be no problems of accuracy
when few resonant controllers with relatively high ratio h f1/ fs are implemented.

2.7.2.1 Delay Compensation in PR controllers

If a delay compensation method is not included, GPRh(s) controllers are inherently unstable
starting from the 19th harmonic (at fs = 10 kHz) [57, 120]. Fig. 2.17a shows the steady-
state currents obtained by Rd imp

1h
(z) implementation, proving its stability. Therefore, it can be

stated that the discrete-time delay compensation fulfills its mission of providing stability to the
resonant controllers. The same results have been obtained by Rd foh

1h
(z) and Rd tp

1h
(z).

Moreover, from the spectrum of iS shown in Fig. 2.17b, it can be also concluded that the
mapping of the resonant poles of group E is still accurate for such high values of hω1. Indeed,
a similar amplitude is achieved for high and low values of k. It should be remarked that the
harmonic components are not entirely eliminated mainly due to the error of the current sensors.

It should be also noted that the discretization of the controllers including the computational
delay does not affect the denominator of each group, so the resonant poles will be the same
for each group indistinctly if the delay compensation is included or not. Because of this reason,
these experimental results can be also considered as an extension of the results of section §2.7.1,
in the sense of proving the correct mapping of the poles for harmonics higher than h = 15.

The average execution time of this experiment has been 24.6 µs (whole control). The PR
current control, which includes 31 resonant controllers with fixed coefficients, employs 15.2 µs.

2.7.2.2 Delay Compensation in VPI controllers

The VPI controller is not able to compensate harmonics higher than approximately h = 37
(with fs = 10 kHz) unless delay compensation is implemented [57]. As can be observed in
Fig. 2.17c, the proposed implementation of digital delay compensation for GVPIh(z) is capable
of providing stability even to really high harmonic orders. Therefore, its suitability has been
satisfactorily proved. The results shown in these figures have been obtained with Rd imp

1h
(z) and

Rd tp

2h
(z), but identical results have been also achieved with Rd foh

1h
(z), Rd tp

1h
(z), Rd foh

2h
(z) and Rd tp

2h
(z).
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(a) Steady-state currents for Gd imp

PRh
(z). (b) Spectrum of iS shown in Fig. 2.17a.

(c) Steady-state currents for Gd imp−tp

VPIh
(z). (d) Spectrum of iS shown in Fig. 2.17c.

Figure 2.17: Steady-state currents and spectra of iS when implementing digital compensation
of the computational delay, with ns = 2, nh = 61 and f1 = 50 Hz. Ch2 is iF, Ch3 is iS and Ch4
is iL.

Fig. 2.17d also demonstrates the accuracy of the resonant poles locations provided by group
E, in the case of Gd

VPIh
(z).

The average execution time of this experiment has been 25.9 µs (whole control). The PR
current control employs 16.5 µs. It should be noted that these execution times are quite reduced
due to the powerful microprocessor employed (250 MHz clock rate) and the fact that constant
coefficients (calculated off-line) were employed in the resonant controllers. The effect of on-
line calculation of coefficients involving trigonometric functions is assessed in the next section.

2.7.3 Comparison of Computational Burden

In the previous experiments, the discretization methods that provide the best accuracy have
been established. However, these implementations require on-line computation of trigonometric
functions, as opposed to the schemes based on two integrators. In this manner, it can be said that
there exists a tradeoff between accuracy and resource consumption, when frequency adaptation



2.7. EXPERIMENTAL RESULTS 71

TABLE 2.10
IMPLEMENTATION CODE FOR THE TESTS OF COMPUTATIONAL BURDEN

PR controllers
y[0]=x[1]*Ts+y[0]; 58

x[0]=w[0]*w[0]*y[0]*Ts+x[0]; 59

x[1]=u[0]-x[0]; 60
R f&b

1h

b1=cos(w[0]*Ts); 68
y[0]=Ts*u[0]-b1*x[0]+2*b1*x[2]-x[1]; 69

x[0]=Ts*u[0]; 70

x[1]=x[2]; 71

R imp
1h

x[2]=y[0]; 72

VPI controllers
x[0]=x[2]*Ts+x[0]; 61

x[1]=w[0]*w[0]*x[0]*Ts+x[1]; 62

x[2]=u[0]-x[1]; 63
G f&b

VPIh

y[0]=Kp*x[2]+Ki*x[0]; 64

b1=cos(w[0]*Ts); 72
b2=0.5*Kp*(b1+1); 73

y[0]=u[0]*(Ki*Ts+b2)-x[1]*(Ki*Ts*b1+2*b2)+x[0]*b2+2*x[3]*b1-x[2]; 74

x[0]=x[1]; 75

x[1]=u[0]; 76

x[2]=x[3]; 77

G imp−tp
VPIh

x[3]=y[0]; 78

is required. Therefore, it is interesting to assess the difference in execution time between groups
D and E implementations.

One implementation of group D and one of group E have been chosen, both for the PR
and the VPI controllers, to perform the comparison of execution time: G f&b

PRh
, G imp

PRh
, G f&b

VPIh
and

G imp−tp
VPIh

. Results with other implementations of the same groups would be very similar, due
to the fact that the most critical operation is the cosine calculation, which is necessary in all
methods of group E and none of group D. The most important instructions of the code of the
tested controllers (implemented with S-Functions in C language) are shown in Table 2.10.

Seven resonant controllers of each type are implemented (nh = 15), and the load current is
programmed with a uniform spectrum up to the 15th harmonic, as done in the experiments of
section §2.7.1. Fig. 2.18 depicts the currents obtained by the frequency adaptive implementa-
tions of Table 2.10, with f1 = 52 Hz. Fig. 2.18 proves the effectiveness of Table 2.10 code to
implement the original transfer functions even in presence of frequency deviations.

Table 2.11 shows the average execution times of Table 2.10 controllers running in steady-
state. These results corroborate the observations posed in section §2.5 concerning the simplicity
of the implementations based on two integrators. From Table 2.11, the schemes of group D
permit to reduce the execution time by a factor of approximately four. This result is explained
by the fact that the RTI implements, by default, sine/cosine terms by means of high order
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TABLE 2.11
EXECUTION TIME OF THE CONTROLLERS IN THE TESTS OF STEADY-STATE ERROR

Controller Current control Whole control

(nh = 15) execution time execution time

G f&b
PRh

2.5 µs 11.9 µs

G imp
PRh

8.3 µs 17.7 µs

G f&b
VPIh

2.7 µs 12.1 µs

G imp−tp
VPIh

8.6 µs 18.0 µs

(15th) Taylor series, which demand a lot of PPC clock cycles (low-level instructions); whereas,
methods based on two discrete integrators approximate the cosine function as a Taylor series
of second-order (as shown in Table 2.3) with much fewer low level instructions. Consequently,
the best tradeoff depends on available resources and required accuracy.

2.8 Conclusions

An exhaustive analysis of the importance of the discrete-time implementations of resonant
controllers is contributed in this chapter. Some important outcomes should be taken into account
when implementing digital resonant controllers.

• Forward Euler [276] and backward Euler methods are not suitable for discretizing res-
onant controllers, since they map the poles out of the unit circumference. On the other
hand, the rest of the implementations are able to achieve infinite gain in open-loop.

• The discrete-time implementations based on the Tustin transformation [210, 221, 223,
230] and the ones based on two integrators [58, 63, 120, 203, 219–222, 228, 282, 298]
produce a significant steady-state error due to resonant poles displacement. This error
increases with the sampling period and the harmonic order. Therefore, they are not rec-
ommended for applications in which high frequencies should be tracked. However, this
deviation can be negligible when low frequencies (low hω1Ts), such as fundamental com-
ponents and low order harmonics, are tracked. Furthermore, the schemes based on two
integrators, which approximate a cosine function by a second-order Taylor series, permit
to reduce the computational burden with respect to more accurate implementations. Con-
sequently, their simplicity may be advantageous in cases in which their steady-state error
is acceptable and frequency adaptation is required.

• Implementations obtained by ZOH [277], FOH [70, 157], impulse invariant [64, 205],
Tustin with prewarping [46, 91, 226, 228] and ZPM provide an accurate location of the
resonant peaks even for high frequencies and reduced sampling rates. Consequently,
they are more suitable to achieve zero steady-state error. When frequency adaptation is
implemented, the on-line calculation of trigonometric functions is required, which may
be very resource consuming.
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(a) Steady-state currents for G f&b
PRh

(z) implementa-
tion.

(b) Spectrum of iS shown in Fig. 2.18a.
THD= 11.5%.

(c) Steady-state currents for G imp
PRh

(z) implementa-
tion.

(d) Spectrum of iS shown in Fig. 2.18c.
THD= 5.67%.

(e) Steady-state currents for G f&b
VPIh

(z) implementa-
tion.

(f) Spectrum of iS shown in Fig. 2.18e.
THD= 13.7%.

Figure 2.18: Continued on next page.
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(g) Steady-state currents for G imp−tp
VPIh

(z) implemen-
tation.

(h) Spectrum of iS shown in Fig. 2.18g.
THD= 4.88%.

Figure 2.18: Steady-state currents and spectra of iS for frequency adaptive implementations of
Table 2.10, with nh = 15 and f1 = 52 Hz. Ch2 is iF, Ch3 is iS and Ch4 is iL. This figure is
continued from previous page.

• Concerning PR controllers, the discrete transfer function obtained by FOH and Tustin
with prewarping provide the most accurate phase response with respect to the continuous
expression. Nevertheless, the impulse invariant method can be considered advantageous
when using large gains for the resonant term, since the zeros distribution provided by this
technique causes less phase lag at high frequencies, thereby improving stability. On the
other hand, ZOH is unfavorable, because it introduces a delay near the resonant frequency.

• Concerning VPI controllers, they can be separated into two resonant terms, one of which
is identical to the resonant term included in PR controllers. Therefore, the statements from
the previous point can be also applied to this equivalent resonant term. In relation with the
other resonant term included in the VPI controller, either FOH, Tustin with prewarping
or ZPM are adequate options. On the contrary, ZOH and impulse invariant may cause
instability.

• The methods that provide an effective discrete-time implementation of the delay compen-
sation are FOH, Tustin with prewarping and impulse invariant, for either resonant term.
Other techniques can easily lead to instability, due to the large difference they produce in
the phase response near the resonant frequency.

Experimental results obtained with a shunt APF laboratory prototype validate the most im-
portant outcomes of the theoretical analysis. In summary, it has been proved that the choice
of the discretization method is a crucial aspect for resonant controllers, and the most suitable
alternatives have been established. The effectiveness of the proposed optimum implementations
of the digital delay compensation have been tested by compensating odd harmonics up to the
61th order.

Contributions of this chapter have been published in the journal IEEE Transactions on Power
Electronics [3] and presented at an international conference [14].



Chapter 3

High Performance Digital Resonant
Current Controllers Implemented with
Two Integrators

Abstract — The implementations based on two integrators are widely employed to achieve frequency
adaptation without substantial computational burden. However, the discretization of these schemes
causes a significant error both in the resonant frequency and in the phase lead provided by the delay
compensation. Therefore, perfect tracking is not assured and stability may be compromised. This chap-
ter proposes solutions for both problems without adding a significant resource consumption by correction
of the roots placement. A simple expression to calculate the target leading angle, in delay compensation
schemes, is also proposed to improve stability margins by means of a better accuracy than previous ap-
proaches. Experimental results obtained with a laboratory prototype corroborate the theoretical analysis
and the improvement achieved by the proposed discrete-time implementations.

3.1 Introduction
The implementations of resonant controllers based on two interconnected integrators are

a widely employed option, mainly due to their simplicity regarding frequency adaptation [58,
63, 120, 203, 219–222, 228, 282, 298]. Actually, in chapter §2, it is proved that the ones
based on two integrators require lower resource consumption, but at the expense of significant
inaccuracies that are exposed in the following.

• The discretization of these schemes based on two integrators leads to a displacement of
the resonant poles. This fact results in a deviation of the frequency at which the infinite
gain is located with respect to the expected resonant frequency, so a large error may
appear in steady-state [58, 63, 65, 120, 203, 211].

• In any implementation of resonant controllers, it should be taken into account that, as
the resonant frequency and sampling period increase, the system delay affects the per-
formance and may cause instability. Therefore, a delay compensation scheme, which
introduces a phase lead to cancel this delay (phase lag), should be implemented [57, 58,
64, 70, 120, 203, 318]. As proved in the chapter §2, the existing proposals to add delay
compensation to the schemes based on two integrators do not provide the expected phase

75
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lead (its target value) when they are implemented in digital devices. This error should
be avoided, because if the system delay is not well compensated, stability margins are
reduced and anomalous peaks appear in the closed-loop frequency response [58].

Additionally, if the target value for the leading angle does not correspond with the actual
phase lag of the system, its delay is not effectively compensated either, even if the resonant
controller implementation is accurate enough to make the actual leading angle coincide with
its target value. The optimum target leading angle is often assumed to be a phase lead of two
samples [58, 64, 120, 260, 276]. In fact, this has been proved to solve the problem of insta-
bility of proportional-resonant (PR) controllers that appears at high resonant frequencies [120].
However, as proved in this chapter, a significant portion of the plant delay is not effectively
compensated by this approach, so the phase margins are reduced and anomalous peaks appear
in the closed-loop frequency response. In the case of implementations with two integrators, this
error is added to their inaccuracy between the actual and the expected phase lead, causing an
even greater degradation of stability.

Alternative implementations based on two integrators are proposed in this chapter, which
achieve higher performance by means of more accurate resonant peak locations and delay com-
pensation, while maintaining the advantage on low computational burden and good frequency
adaptation of the original schemes. This is achieved by means of a correction of the resonant
poles (associated with the resonant frequency), a correction of zeros (related to delay compensa-
tion), and a simple linear expression for the target leading angle that achieves a greater accuracy
with respect to the phase lag caused by the plant.

A single-phase shunt active power filter (APF) laboratory prototype has been built to check
the theoretical approaches. This is an application very suitable for proving the controllers per-
formance when tracking different and variable frequencies, and results can be extrapolated
to other single-phase and three-phase applications where a perfect tracking/rejection of ref-
erences/disturbances of variable frequency is sought.

The chapter is organized as follows. Section §3.2 exposes the fundamentals of resonant
controllers and the implementations based on two interconnected integrators. The proposed
correction to improve the resonant frequency accuracy of these schemes is addressed in section
§3.3. In section §3.4, the proposed expression for the target leading angle is exposed and
compared with previous approaches, and superior delay compensation techniques based on two
integrators are provided. Finally, section §3.5 presents experimental results that validate the
theoretical analysis and the effectiveness of the proposed digital implementations.

3.2 Review of Resonant Controllers Implemented with Two
Integrators

3.2.1 Resonant Controllers in the Continuous Domain

The schemes based on two integrators for implementation of GPRh(s), GVPIh(s) and Gd
PRh

(s)
have been exposed in sections §1.2.7.1 and §2.2.2. To facilitate further developments that will
start from these block diagrams, they are shown again together in Fig. 3.1. It should be noted
that it is not possible to implement Gd

VPIh
(s) with two interconnected integrators, because (2.2)

presents two zeros.
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Figure 3.1: Block diagrams of continuous resonant controllers based on two integrators.

In these schemes, the parameter hω1 can be easily modified in real-time according to the ac-
tual value of the frequency to be controlled; ω1 can be estimated with, e.g., a phase-locked
loop (PLL). This advantage is maintained if the two integrators are discretized separately,
whereas others discrete-time implementations require the on-line computation of cosine terms
(as exposed in the chapter §2). In this manner, the structure based on two integrators is a widely
employed choice, mainly due to the simplicity it permits when implementing frequency adap-
tation [58, 63, 120, 203, 219–222, 228, 282, 298].

As exposed in section §1.2, the scheme shown in Fig. 3.1c introduces a phase lead φ ′h in
the vicinity of the resonant frequency hω1 of a resonant controller in order to compensate the
system delay (mainly due to computation and modulation). It is useful to define an additional
parameter φh as the difference between the actual phase provided by a given resonant controller
at frequencies infinitely close to hω1 and that provided by GPRh(s). The meaning of this variable
is illustrated in the open-loop Bode diagrams shown in Fig. 3.2. For different values of φh,
the variation of the phase lead with respect to GPRh(s) can be appreciated. Note that GPRh(s)
satisfies φh = 0, and Gd

PRh
(s) provides φh = φ ′h. On the other hand, GVPIh(s) introduces a phase

lead φh = arctan(hω1LF/RF) 6= 0 even though φ ′h is not included in (1.34).

For PR controllers with delay compensation, φ ′h is the expected (design) value for its actual
phase lead φh. For this reason, φ ′h can be defined as the target leading angle. In the continuous
domain they always coincide, but this does not necessarily happen when implemented in digital
devices.
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Figure 3.2: Open-loop Bode diagrams provided by PR controllers (the plant is not in-
cluded) with different φh values. Parameters: fs = 10 kHz, h f1 = 750 Hz, KPh = KPT = 20 and
KIh = 2000.

3.2.2 Discretization of Schemes Based on Two Integrators and Its Inaccu-
racies

It should be remarked that Fig. 3.1 schemes cannot be implemented in digital devices, since
they are expressed in the continuous domain. As exposed in the following, the discretization
process worsens some of their most important features.

In order to implement the scheme shown in Fig. 3.1a in digital devices, the direct integrator
is usually discretized with the forward Euler method, and the feedback one using the backward
Euler method [218–222]. From chapter §2 (it is briefly repeated here for clarity), this approach
leads to the following transfer function in the z-domain:

GPRh(z) = KPh +KIhTs
z−1− z−2

1−2z−1(1−h2ω2
1 T 2

s /2)+ z−2 (3.1)

The same approach can be applied to Figs. 3.1b and 3.1c, which, respectively, results in

GVPIh(z) =
KPh + z−1(KIhTs−2KPh)− z−2(KIhTs−KPh)

1−2z−1(1−h2ω2
1 T 2

s /2)+ z−2 (3.2)

and

Gd
PRh

(z) = KPh +KIhTs
z−1 [cos(φ ′h)−hω1Ts sin(φ ′h)

]
− z−2 cos(φ ′h)

1−2z−1(1−h2ω2
1 T 2

s /2)+ z−2 . (3.3)

Note that the superscripts that refer to discretization methods are omitted in this chapter for
simplicity.

As proved in chapter §2, the discretization process causes the following inaccuracies.
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• The transfer functions (3.1), (3.2) and (3.3) do not provide infinite gain at the desired
frequency hω1, so a significant error may appear in steady-state when ac references are
tracked in closed-loop.

• Expression (3.3) provides a phase lead different from the expected (φh 6= φ ′h), so stability
margins and performance are worsened. In fact, this discrepancy is quite dependent on
the combination of hω1 and Ts, leading to a large and random uncertainty.

These two problems should be overcome in order to achieve high performance digital im-
plementations of resonant controllers. The issue of resonant poles accuracy is approached in
section §3.3, and the improvement in delay compensation accuracy is addressed in section §3.4.

It should be also remarked that the other existing possibilities for discretizing both separated
integrators do not lead to better results, as exposed in the chapter §2. Consequently, the method
that combines forward Euler and backward Euler can be considered to be the optimum as a
starting point for subsequent improvements.

3.3 Correction of Poles: Improvement in Resonant Frequency
Accuracy

An accurate resonant poles placement is required in order to achieve perfect tracking [58,
63, 65, 120, 203]. From chapter §2, it can be obtained by placing the poles at e− jhω1Ts and
e jhω1Ts . The product of both terms leads to a denominator of the form:

1−2z−1 cos(hω1Ts)+ z−2. (3.4)

The denominators of (3.1), (3.2) and (3.3) differ from (3.4) in the fact that the cos(hω1Ts)
term appears in them as a second-order Taylor series approximation. This discrepancy explains
the resonant frequency deviation of those schemes as the product hω1Ts increases.

To implement the resonant poles as (3.4) provides the most accurate resonant peak location.
However, the on-line calculation of explicit trigonometric functions implies a greater consump-
tion of resources. Therefore, it is interesting to improve the accuracy of the implementations
based on two integrators by increasing the order of the approximation, as proposed in the fol-
lowing.

The second-order Taylor series that appear in (3.1), (3.2) and (3.3) may be improved to a
higher order nT if the input signal h2ω2

1 (from the PLL) that appears in the schemes of Fig. 3.1
is modified as

h2
ω

2
1 →Ch = 2

nT/2

∑
n=1

(−1)n+1h2nω2n
1 T 2n−2

s

(2n)!
(3.5)

which, for low values of nT, becomes

h2
ω

2
1 →Ch =

nT=4︷ ︸︸ ︷
h2

ω
2
1 −h4 ω4

1 T 2
s

12
+h6 ω6

1 T 4
s

360︸ ︷︷ ︸
nT=6

+ . . . (3.6)
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Figure 3.3: Block diagrams of digital resonant controllers based on two integrators, including
proposed correction (3.5) for the resonant poles.

It should be noted that only even values of nT are possible. If the correction (3.5) is applied
to the schemes shown in Figs. 3.1a, 3.1b and 3.1c, and they are discretized with forward Eu-
ler and backward Euler, the block diagrams shown in Figs. 3.3a, 3.3b and 3.3c are obtained,
respectively. In the same manner, the application of correction (3.5) to the transfer functions
(3.1), (3.2) and (3.3) leads respectively to

GPRh(z) = KPh +KIhTs
z−1− z−2

1−2z−1(1−ChT 2
s /2)+ z−2 (3.7)

GVPIh(z) =
KPh + z−1(KIhTs−2KPh)− z−2(KIhTs−KPh)

1−2z−1(1−ChT 2
s /2)+ z−2 (3.8)

and

Gd
PRh

(z) = KPh +KIhTs
z−1 [cos(φ ′h)−hω1Ts sin(φ ′h)

]
− z−2 cos(φ ′h)

1−2z−1(1−ChT 2
s /2)+ z−2 . (3.9)

Fig. 3.4 depicts the resonant peak location error of Fig. 3.3 schemes, which implement
(3.7), (3.8) and (3.9). It can be appreciated that the deviation increases with Ts and h f1, and
it is kept constant when the product of both terms is the same (i.e., when the ratio h f1/ fs is
constant). Each surface represents a different order nT for the Taylor series approximation in
(3.5). It should be noted that a value of nT = 2 means that no correction is applied. A great
improvement can be appreciated with respect to the original second-order expression, when
higher values of nT are employed.
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Figure 3.4: Resonant frequency error with the proposed correction (3.5) for the implementations
based on two discrete integrators (Fig. 3.3 schemes), as a function of h f1 and fs.

TABLE 3.1
RESONANT FREQUENCY ERROR (Hz) WITH fs = 10 kHz

h f 1 (Hz) h f 1 / f s nT = 2 nT = 4 nT = 6 nT = 8
50 0.005 2.06 10−3 67.65 10−9 ≈ 0 ≈ 0

150 0.015 55.57 10−3 16.46 10−6 2.61 10−9 ≈ 0

250 0.025 0.26 0.21 10−3 93.5 10−9 ≈ 0

350 0.035 0.71 1.14 10−3 0.99 10−6 0.53 10−9

450 0.045 1.51 4.04 10−3 5.77 10−6 5.13 10−9

550 0.055 2.77 11.09 10−3 23.67 10−6 31.42 10−9

650 0.065 4.6 25.75 10−3 76.78 10−6 0.14 10−6

750 0.075 7.12 53.11 10−3 0.21 10−3 0.52 10−6

850 0.085 10.44 0.1 0.51 10−3 1.62 10−6

950 0.095 14.7 0.18 1.13 10−3 4.47 10−6

1050 0.105 20 0.29 2.3 10−3 11.14 10−6

1150 0.115 26.6 0.47 4.41 10−3 25.63 10−6

1250 0.125 34.6 0.73 8.03 10−3 55.13 10−6

1350 0.135 44.15 1.08 14 10−3 0.11 10−3

1450 0.145 55.5 1.57 23.5 10−3 0.22 10−3

1550 0.155 68.9 2.24 38.22 10−3 0.4 10−3

1650 0.165 84.6 3.13 60.47 10−3 0.72 10−3

1750 0.175 102.8 4.29 93.4 10−3 1.26 10−3

1850 0.185 124.1 5.8 0.14 2.13 10−3

1950 0.195 148.8 7.74 0.21 3.51 10−3

2050 0.205 177.3 10.21 0.31 5.67 10−3

2150 0.215 210.5 13.34 0.44 8.97 10−3

2250 0.225 248.9 17.26 0.62 13.95 10−3
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Figure 3.5: Resonant frequency error with the proposed correction (3.5) for the implementations
based on two discrete integrators (Fig. 3.3 schemes), as a function of the ratio h f1/ fs.

Table 3.1 shows the error values of Fig. 3.4 with a sampling frequency of fs = 10 kHz, which
is a reasonable and typical choice in systems that do not involve high power. From Table 3.1,
an approximation of fourth-order seems enough to provide a good accuracy for a wide range of
the spectrum. For instance, the error achieved with nT = 4 and h f1 = 1250 Hz is similar to that
of nT = 2 and h f1 = 350 Hz.

Fig. 3.5 takes advantage of the constant behavior of the phase lead error when h f1/ fs is
maintained, to represent in a single two-dimensional graphic its variation with this parameter.
Concerning applications with not very high ratio h f1/ fs (lower than approximately 0.1), it can
be concluded that a correction of fourth-order is the most adequate solution. For instance,
with sampling frequencies close to 10 kHz, nT = 4 would be suitable for most grid-connected
APFs, which are mainly aimed at low frequencies. However, if very high frequencies should be
tracked (such as in aeronautic APFs [70] or high-speed ac drives [311, 312]) with a similar fs,
it may be convenient to employ a sixth- or eighth-order correction for the highest frequencies
(nT = 10 would be only needed in very extreme cases, close to the Nyquist frequency). That
would be also the case if low resonant frequencies were required in combination with lower fs
(for example, in order to reduce losses in high-power converters [313–317]).

It should be remarked that these results can be also applied to other implementations, apart
from those based on two integrators, in which (3.4) is approximated by Taylor series.

3.4 Correction of Zeros: Improvement in Delay Compensa-
tion Accuracy

An accurate compensation of the system phase lag is required in order to achieve wider
stability margins and to avoid closed-loop anomalous peaks around resonant frequencies [58].
The digital implementations based on two integrators do not effectively cancel this delay, due
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to two different reasons.

• The target leading angle φ ′h employed in previous works is quite different from the actual
delay in the system (proved in section §3.4.1). Note that this problem does not only apply
to implementations with two integrators.

• As exposed in section §3.2.2, these schemes provide a phase lead φh different from the ex-
pected φ ′h. Thus, even if φ ′h is well calculated, the obtained phase lead is not the adequate
value (due to discretization).

These two problems accumulate error in the actual phase lead φh with respect to the phase
lag to compensate. The first issue is approached in section §3.4.1; an accurate expression for φ ′h
is calculated based on plant parameters. In section §3.4.2, a novel method is provided to correct
inaccuracies in the actual phase lead φh due to discretization influence on zeros.

3.4.1 Improvement in Target Leading Angle Expression
The plant should be modelled in order to define an appropriate target leading angle φ ′h to

compensate the phase lag that it introduces in the system. The plant model GPL(z) for current-
controlled voltage source converters (VSCs) taking into account the computational delay, the
pulsewidth modulation (PWM) and the L filter is given by (1.12).

The leading angle φh should compensate the delay introduced by the plant, in order to im-
prove the stability margins and to avoid anomalous peaks in the closed-loop frequency response
[58]. Consequently, φh = −∠GPL(z) should be always sought. Fig. 3.6 shows the variation of
|∠GPL(z)| with frequency.

From Fig. 3.6, the vector proportional-integral (VPI) controller provides a phase lead φh
very similar to |∠GPL(z)| at low frequencies. However, due to the fact that GVPIh(z) does
not take into account the delay caused by the computation and the modulation, the difference
φh−|∠GPL(z)| becomes quite significant as the frequency increases. This difference explains
why GVPIh(z) becomes unstable at high frequencies, as reported in [56, 57], if delay compen-
sation is not included. Indeed, the phase φh− |∠GPL(z)| in combination with the additional
90◦ phase lag (shown in Fig. 3.2) after each resonance leads to a 180◦ delay (stability limit)
for frequencies higher than approximately 1250 Hz. If VPI controllers are implemented with
delay compensation of 3/2 samples, it is possible to achieve a very accurate compensation of
∠GPL(z) for all frequencies, as depicted in Fig. 3.6. However, this approach is not developed
in this study due to the fact that it would add a significant complexity to the original schemes
based on two integrators. Instead, an optimum leading angle is sought for PR implementations
with two integrators [Gd

PRh
(z)], so a similarly good ∠GPL(z) compensation is obtained with a

simpler scheme, as approached in the following.
The most convenient φ ′h value is often assumed to be of two samples [58, 64, 120, 260, 276].

In fact, this value has been proved to be enough for solving the problem of instability of PR
controllers that appears at h f1/ fs > 0.1 [120]. However, as illustrated in Fig. 3.6, a significant
portion of the plant delay is not effectively compensated by this approach either. Therefore, an
alternative expression should be sought to provide a more accurate compensation of the plant
delay for PR controllers. It can be observed in Fig. 3.6 that, except for the lowest frequencies,
∠GPL(z) is linear. Thus, the following simple linear equation for the target leading angle is
proposed:

φ
′
h = λhω1 +φ

′
o (3.10)
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Figure 3.6: Comparison of |∠GPL(z)| and leading angle provided by different expressions.
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where λ is the slope of −∠GPL(z) at a selected frequency ωλ ,

λ =− ∂∠GPL(z)
∂ω

(ωλ ) = Ts
2+ρ−2−3ρ−1 cos(ωλ Ts)

1+ρ−2−2ρ−1 cos(ωλ Ts)
(3.11)

φ ′o is the ordinate at the origin,
φ
′
o = φ

′
λ
−λωλ (3.12)

and φ ′
λ

being the phase of −GPL(z) at ωλ ,

φ
′
λ
=−∠GPL(e jωλ Ts) =−arctan

(
ρ−1 sin(ωλ Ts)− sin(2ωλ Ts)

cos(2ωλ Ts)−ρ−1 cos(ωλ Ts)

)
. (3.13)

Equations (3.13) and (3.11) are obtained in Appendix B.1 and B.2, respectively. The value of
ωλ has to be chosen so that its corresponding slope λ can be assumed to be adequate for most
frequencies to be tracked. Once ωλ is fixed, both λ and φ ′o are constants, which are calculated
off-line.

Nevertheless, (3.11) and (3.13) may be simplified in most situations. This is due to the fact
that the phase lag caused by the inductive filter almost reaches a constant value of 90◦ a decade
above the L filter pole ( f90 = 5RF/πLF), so for higher frequencies ∠GPL(z) can be considered
linear with negligible error. Consequently, it can be assumed φ ′

λ
= π/2 and λ = 3/2 Ts, which

leads to the following linear expression:

φ
′
h =

π

2
+

3
2

hω1Ts. (3.14)



3.4. CORRECTION OF ZEROS 85

0

0.5

1

1.5

2

2.5

3

1000 1200 1400 1600 1800 2000 2200
-180

-135

-90

-45

0

45

90
135
180

P
h

a
s

e
 (

d
e

g
)

Frequency  (Hz)

M
a

g
n

it
u

d
e

 (
a

b
s

)
Proposed h (3.14)

2 samples h

Figure 3.7: Closed-loop Bode diagrams using PR controllers with phase lead of two samples and
according to (3.14), for h f1 ∈ {1050,1150, ...,2250} Hz. In both cases, φh = φ ′h has been as-
sured. The diagrams of negative frequencies are symmetrical of these. Parameters: LF = 5 mH,
RF = 0.5 Ω, fs = 10 kHz, KPT = 15 and KIh = 2000 ∀h.

As depicted in Fig. 3.6, (3.14) provides a very accurate approximation of |∠GPL(z)| for
frequencies higher than approximately f90 (this generally includes all harmonics). It should
be noted that f90 � fs is usually satisfied, since the L filter should be designed to cancel the
commutation harmonics.

For very low resonant frequencies it may be preferable to employ GVPIh(z) instead of
Gd

PRh
(z) with (3.14), since the former provides a very accurate approximation of ∠GPL(z) for

approximately h f1 < f90. In any case, it should be remarked that delay compensation is more
critical for high frequencies [56–58, 70, 120, 203].

Fig. 3.7 compares the closed-loop Bode diagrams using Gd
PRh

(z) with φh according to (3.14)
and with a two samples phase lead, for odd harmonic orders between 21 and 45 (these are very
unfavorable cases). The closed-loop Bode diagram depicted in Fig. 3.7 shows the lack of
anomalous peaks provided by the proposal, whereas significant undesired peaks appear in the
case of two samples phase lead. Furthermore, it can be also appreciated that the gain/frequency
slope at the resonant frequencies is much lower in the case of (3.14), which means that small
frequency deviations cause smaller steady-state error.

Fig. 3.8a shows the open-loop Bode Diagrams [GC(z)GPL(z)] for high frequencies. The
same parameters of Fig. 3.7 are employed. It can be observed in Fig. 3.8a that, around each
resonant frequency, there are two 0 dB crossings [63]. This implies that individual phase mar-
gins can be defined for each resonant controller. Fig. 3.8b illustrates that these margins represent
the phase delay that may be introduced until 180◦ is reached (stability limit), at the frequency
at which the gain crosses 0 dB just after hω1.

Table 3.2 compares the phase margins that correspond to each individual resonant controller,
with both leading angle expressions. With a two samples φ ′h, a drastic reduction in the stability
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(a) Resonant controllers tuned at h f1 ∈ {1050,1150, ...,2250} Hz. Note the multiple 0 dB crossings (multi-
ple phase margins).
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(b) Example of phase margin (PM) measurement for an individual
resonant controller (h f1 = 1450 Hz). The second 0 dB crossing is
the one considered because it is more critical.

Figure 3.8: Open-loop Bode diagrams GC(z)GPL(z) using PR controllers with phase lead of
two samples and according to (3.14). In both cases, φh = φ ′h has been assured. The diagrams
of negative frequencies are symmetrical of these. Parameters: LF = 5 mH, RF = 0.5 Ω, fs =
10 kHz, KPT = 15 and KIh = 2000 ∀h.
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TABLE 3.2
PHASE MARGIN (deg) OF INDIVIDUAL RESONANT CONTROLLERS

h f1 (Hz) 1050 1150 1250 1350 1450 1550 1650

2 samples φφφ
′
h 25.7 24 22.8 22 21.6 21.4 21.6

Proposed φφφ
′
h (3.14) 67.2 67.8 68.5 69.3 70.1 71 71.9

h f1 (Hz) 1750 1850 1950 2050 2150 2250

2 samples φφφ
′
h 22 22.7 23.7 24.9 26.3 27.9

Proposed φφφ
′
h (3.14) 72.9 73.9 74.9 76 77.1 78.2

margins occurs. On the other hand, (3.14) leads to larger phase margins; in fact, they are greater
than the phase margin that corresponds to KPT GPL(z) (65.6◦). In this manner, it can be stated
that when φh satisfies the proposed expression (3.14), unexpected results are less probable to
occur if the phase margin of KPT GPL(z) is employed for the tuning.

It is also interesting to note that, from (3.14) and section §1.2.6, implementation of the pro-
posed target leading angle does not seem possible in repetitive controllers (instead of resonant
ones), since their phase lead should be proportional to the resonant frequency.

3.4.2 Enhanced Discrete-Time Delay Compensation Schemes Based on
Two Integrators

As exposed in section §3.2.2, the original delay compensation scheme Gd
PRh

(z) derived from
[203] fails to provide the expected phase lead in the z-domain (φh 6= φ ′h). Therefore, in order to
avoid uncertainties that could lead to an unstable system or a poor performance, it is preferable
to seek for an alternative method to perform the discrete-time delay compensation.

3.4.2.1 Correction of Delay Compensation Technique

From chapter §2, an accurate phase lead (φh = φ ′h) for PR controllers in the z-domain can be
achieved by discretizing Gd

PRh
(s) with the impulse invariant method:

Gd imp

PRh
(z) = KPh +KIhTs

cos(φ ′h)− z−1 cos(φ ′h−hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2 . (3.15)

The goal is to modify the original Fig. 3.3c scheme, which implements (3.9), so that the
numerator (zeros) of (3.9) becomes equivalent to that of (3.15). Equation (3.15) can be slightly
modified to obtain an expression more similar to (3.9), without worsening the accuracy of (3.15)
in the vicinity of the resonant frequency, that is, assuring that φh = φ ′h is still verified: the second
addend of (3.15) is multiplied by an additional z−1 term, and the phase that corresponds to
one sample delay at the resonant frequency (hω1Ts) is added to φ ′h. In this manner, the delay
introduced by the z−1 term is compensated by the increase in the leading angle, so the resulting
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Figure 3.9: Open-loop Bode diagrams provided by Gd imp

PRh
(z) and Gd ′

PRh
(z). Parameters:

fs = 10 kHz, h f1 = 850 Hz, KPh = KPT = 0, KIh = 2000 and φ ′h = 30.6◦.

φh is equal to that of (3.15). This leads to

Gd ′
PRh

(z) = KPh +KIhTs
z−1 cos(hω1Ts +φ ′h)− z−2 cos(φ ′h)

1−2z−1 cos(hω1Ts)+ z−2 . (3.16)

Fig. 3.9 shows the equivalence between the Bode diagrams of Gd imp

PRh
(z) and Gd ′

PRh
(z). In fact, it

can be noted that the proposals of Yuan et al. in [64] for delay compensation are particular cases
of (3.16). The effect of the additional z−1 delay for frequencies very far from hω1 has no rele-
vance because of the low gain provided by Gd ′

PRh
(z) at them. This is reinforced by the fact that

KIh is not needed to assume high values in order to provide robustness to frequency deviations,
since the implementations based on two integrators are easily adapted to hω1 variations.

It can be also appreciated that the coefficient of the z−1 term of the numerator in (3.9) is
actually a first-order Taylor series approximation of that in (3.16), with φ ′h as center point:

cos(φ ′h)−hω1Ts sin(φ ′h)︸ ︷︷ ︸
Original (3.9)

←→ cos(hω1Ts +φ
′
h)︸ ︷︷ ︸

Accurate (3.16)

(3.17)

This is not a good approximation, because hω1Ts +φ ′h may be much greater than φ ′h. This fact
explains the leading angle inaccuracy of (3.9) as hω1Ts increases.

The numerator in (3.9) can be transformed into that of (3.16) if the input hω1 sin(φ ′h) of Fig.
3.3c is modified as:

hω1 sin(φ ′h)→
1
Ts

cos(φ ′h)−
1
Ts

cos(hω1Ts +φ
′
h). (3.18)

The resulting discrete-time implementation of a PR controller with accurate delay compensation
takes the form of the block diagram depicted in Fig. 3.10a. This scheme provides a satisfying
behavior for any possible combination of hω1 and Ts, whereas Gd

PRh
(z) is subject to the uncer-

tainty given by the fact that the error it introduces in φh varies a lot depending on the value
of hω1Ts (proved in chapter §2). Furthermore, it can be observed that both Fig. 3.3c and Fig.
3.10a schemes are quite similar in terms of complexity; in fact, both require explicit on-line
calculation of two trigonometric functions.
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Figure 3.10: High performance proposed implementations of PR controllers based on two inte-
grators, including resonant poles correction (3.5) and with different delay compensation tech-
niques.
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In any case, in the same manner as the trigonometric terms related to resonant poles were
simplified in section §3.3, it is also interesting to optimize the calculation of those in Fig. 3.10a.
Nevertheless, the variation of the reference signal frequency is less critical for the delay com-
pensation techniques than for the resonant peak locations. A small deviation in the resonant
frequency leads to an important steady-state error, but slight errors in the actual phase margin
with respect to its expected value are not so relevant. Large frequency deviations should occur in
order to cause a substantial phase margin degradation. Therefore, the trigonometric expressions
of Fig. 3.10a can be approximated by lower order Taylor series than (3.4).

It is possible to obtain a much more accurate simplification than (3.17) by using hω1nTs+φ ′hn
as center point instead of φ ′h, where φ ′hn = φ ′o + λhω1n is the phase lead for the harmonic h
of the nominal fundamental frequency ω1n. In this manner, if ω1 deviates from ω1n a value
∆ω1 = ω1−ω1n, it can be assumed:

cos(hω1Ts)≈ cos(hω1nTs +φ
′
hn)−∆ω1h(Ts +λ )sin(hω1nTs +φ

′
hn). (3.19)

Applying the same reasoning to the coefficient of the z−2 term in (3.16):

cos(φ ′h)≈ cos(φ ′hn)−λh∆ω1 sin(φ ′hn). (3.20)

By means of (3.19) and (3.20), Fig. 3.10a leads to the scheme shown in Fig. 3.10b, where

ah = KIhλhsin(φ ′hn) (3.21)
bh = KIh cos(φ ′hn) (3.22)
ch = KIhh(Ts +λ )sin(hω1nTs +φ

′
hn) (3.23)

dh = KIh cos(hω1nTs +φ
′
hn). (3.24)

Each of these parameters does not depend on ∆ω1, so they are constants that can be calculated
off-line and implemented as simple gains.

Finally, if very low frequency deviations are expected, it may be convenient to implement
Fig. 3.10c scheme, which does not adapt the delay compensation to ∆ω1. In this manner, zeros
are calculated off-line and implemented as fixed coefficients. It can be noted that Fig. 3.10c
block diagram is equivalent to Fig. 3.10b with ∆ω1 = 0

Figs. 3.11a, 3.11b, 3.11c and 3.11d represent the phase error φh − φ ′h provided by the
schemes of respectively Figs. 3.3c, 3.10a, 3.10b and 3.10c. The different curves correspond
to odd harmonic orders up to h = 45. It should be remarked that the open-loop phase just after
the resonant frequency is approximately φh−φ ′h−π/2 for most h f1 values (h f1 > f90), so these
figures are also representative of the phase margins that would be obtained by means of these
implementations.

It can be appreciated in Fig. 3.11d that if only small variations from ω1n are expected (such
as in most grid-connected converters), no adaptation of the delay compensation is necessary.
This permits to avoid the complexity and computational resources that would be needed in or-
der to adapt the controllers to ω1 variations. However, for greater fluctuations of the reference
frequency (such as in aeronautic APFs [70] and ac drives [65–67, 210, 214, 215]), it is recom-
mended to recalculate φ ′h accordingly, so stability and good tracking can be assured.

By comparison of Figs. 3.11c and 3.11d, it can be appreciated that the scheme proposed in
Fig. 3.10b permits a great improvement of the delay compensation effectiveness with respect
to non-adaptive implementations, so anomalous peaks are reduced and stability can be main-
tained for much greater frequency variations. Actually, from Fig. 3.11c, a resonant controller
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(a) Original Fig. 3.3c delay compensation technique.
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(b) Block diagram proposed in Fig. 3.10a.
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(d) Block diagram proposed in Fig. 3.10c.

Figure 3.11: Leading angle error φh−φ ′h provided by different implementations in presence of
f1 deviations, with φ ′h according to (3.14), and for h ∈ {1,3,5, ...,45}. Parameters: LF = 5 mH,
RF = 0.5 Ω, f1n = 50 Hz and fs = 10 kHz.

implemented as in Fig. 3.10b and tuned at a nominal resonant frequency of 2250 Hz (h = 45) is
stable for a frequency range of about 4500 Hz.

3.4.2.2 Comparison of Leading Angle Accuracy of the Different Delay Compensation
Techniques

Nevertheless, it may be preferable to implement Fig. 3.10a scheme instead of Fig. 3.10b
one, if the anomalous peaks caused by the latter in such extreme frequency deviations (due to
the large φh−φ ′h error) pose significant performance degradation in particular situations. That
is the case, for instance, when the ω1 estimation error may be large enough to cause substantial
steady-state error.

It should be also remarked that, due to the explicit trigonometric terms, the error curves
shown in Figs. 3.11c and 3.11a can be obtained with lower resources than those of Figs. 3.11b
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and 3.11a. On the other hand, if Figs. 3.3c and 3.10a are compared, it can be stated that,
even though Figs. 3.11b and 3.11a show very different results, their corresponding schemes are
similar in terms of complexity and resource-consumption. Furthermore, it can be appreciated
in Fig. 3.11a that the original Fig. 3.3c scheme is the only one in which zero phase lead error
is not obtained even in nominal conditions ( f1 = f1n = 50 Hz), due to the fact that it uses a very
low value as center point for the Taylor approximation.

Different values of fs, f1n, LF and RF (KPT and KIh do not affect) with respect to those
employed in Fig. 3.11 lead to overall variations in the φh− φ ′h extreme values, but the shape
of the curves is essentially the same. Therefore, these advantages of Figs. 3.10a and 3.10b
proposed schemes can be applied to general conditions.

3.5 Experimental Results

3.5.1 Experimental Setup

A single-phase APF application has been chosen because it is very suitable for proving the
controllers performance when tracking different and variable frequencies, and results can be
extrapolated to other single-phase and three-phase applications. The experimental setup is the
same as the one employed in chapter §2 (see Fig. 2.11 and Table 2.9). Only the tuning values
of the resonant controllers are different.

The PR controllers have been tuned with KPT = 15, so that a phase margin of 65.6◦ is
achieved for KPT GPL(z). An integral gain KIh = 2000 has been selected to provide an adequate
compromise between selective filtering and dynamic response [70, 71]. Identical gains have
been chosen for each harmonic order to achieve similar bandwidth for all values of h. In this
manner, as the selectivity becomes independent of the harmonic order, it will be possible to
assess in the experiments the dependence of the resonance deviation on h, which is one of the
main objectives of the experiments.

3.5.2 Improvement in Resonant Frequency Accuracy

The aim is to prove the improvement in resonant frequency accuracy provided by the pro-
posed correction of poles, that is, the transformation posed in (3.5).

For this experiment, the load current is programmed as a square wave (high harmonic con-
tent) with rise and fall times of 39 µs, which leads to the spectrum shown in Fig. 3.12.

Fig. 3.13 shows the results obtained when the proposed correction (3.5) is employed with
different orders nT for resonant controllers tuned at odd harmonics up to h = 45. The delay
compensation technique proposed in Fig. 3.10a (which provides the greatest φh accuracy) and
φ ′h according to proposed relation (3.14) are employed.

Table 3.3 shows the main lines of the code employed for each of the resonant controllers,
which are implemented as S-functions written in C. Note that u, y, x, w1 and T represent
the input of the controller, the output, the internal variables, the fundamental frequency and
the inputs for the Ch (variable c in the code) correction as shown in Fig. 3.10a, respectively.
The multiplications by the sampling period have been relocated to different points with respect
to those shown in Fig. 3.10a, in order to optimize the number of operations. This example
represents the nT = 8 case; for lower nT values, line 66 should be modified accordingly.
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Figure 3.12: Spectrum of programmed load current iL. THD= 42.3%.

TABLE 3.3
IMPLEMENTATION CODE FOR THE TESTS OF SECTION §3.5.2

phi=1.55082+0.00015073*h*w1[0]; 65

c=h2*T[0]+h4*T[1]+h6*T[2]+h8*T[3]; 66

x[2]=x[0]+x[3]; 67

x[4]=x[2]+x[5]; 68

y[0]=(x[2]-x[4])*Ts*cos(phi)+x[4]*Ts*cos(h*w1[0]*Ts+phi); 69

x[5]=x[4]; 70

x[3]=x[2]; 71

x[0]=u[0]-c*x[4]; 72
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(a) Steady-state currents with nT = 2, i.e., proposed
correction (3.5) not applied.

(b) Spectrum of iS in Fig. 3.13a. THD= 26.16%.

(c) Steady-state currents with nT = 4. (d) Spectrum of iS in Fig. 3.13c. THD= 9.04%.

(e) Steady-state currents with nT = 6. (f) Spectrum of iS in Fig. 3.13e. THD= 5.67%.

Figure 3.13: Continued on next page.
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(g) Steady-state currents with nT = 8. (h) Spectrum of iS in Fig. 3.13g. THD= 5.56%.

Figure 3.13: Steady-state currents and spectra of source current iS for different values of nT,
with f1 = f1n = 50 Hz. Ch2 is iF, Ch3 is iS and Ch4 is iL. This figure is continued from previous
page.
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TABLE 3.4
CURRENT CONTROL EXECUTION TIMES

nT Time (µµµs)
2 25.8
4 29.8
6 32.1
8 34.7

Figs. 3.13a and 3.13b show tests of the original implementation without correction of res-
onant frequency (nT = 2). From Fig. 3.13, a great improvement is achieved by the proposed
correction (3.5) in terms of resonant frequency accuracy, providing much better harmonic can-
cellation than that achieved by the original scheme. To increase nT just from 2 to 4 permits to
reduce the THD of iS from 26.26% to 9.04%.

From Figs. 3.13c and 3.13d, a correction of fourth-order is accurate enough for frequencies
up to approximately 1200 Hz; whereas nT = 6 is more suitable for higher frequencies, as shown
in Figs. 3.13e and 3.13f. On the other hand, nT = 8 does not achieve a noticeable improvement
over nT = 6, as can be appreciated in Figs. 3.13g and 3.13h.

The accuracy provided by nT greater than 6 may become more significant for higher res-
onant frequencies (or lower fsw). However, it should be taken into account that compensating
beyond such high frequency values (or such frequencies with lower fsw) may be problematic
due to appearance of side-band harmonics [70].

The average execution times of the current controller GC(z), with different values of nT, are
shown in Table 3.4. The computation of the ω1 powers is also taken into account. Bearing in
mind that there are 23 resonant controllers involved, it can be appreciated that the calculation
time increase with small variations of nT is not significant (specially if it is compared with the
great improvement achieved regarding steady-state error). In any case, it seems recommendable
to employ nT = 4 except for very high h f1/ fs values, so almost perfect tracking is achieved and
the computational burden that would be required by higher (and not necessary) values of nT is
avoided.

3.5.3 Improvement in Delay Compensation Accuracy

The improvement in leading angle accuracy achieved by the approaches proposed in section
§3.4 should be established. This includes the proposed target leading angle expression (3.14)
and the delay compensation techniques proposed in Figs. 3.10a, 3.10b and 3.10c.

3.5.3.1 Nominal Conditions

In section §3.5.2, Fig. 3.10a implementation and φ ′h according to (3.14) have been em-
ployed. Consequently, the results shown in Fig. 3.13 do not only illustrate the influence of
nT on the resonant frequency accuracy, but also the capability of this delay compensation tech-
nique to achieve stability even while compensating very high frequencies. The same experiment
has been performed with Figs. 3.10b and 3.10c schemes, and identical results have been ob-
tained (the three implementations in Fig. 3.10 are equivalent in nominal conditions, i.e., when
f1 = f1n).
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(a) Response to f1 ramp from 25 Hz to 90 Hz in 800 ms, with f1n =
50 Hz. The frequency scale of f1 (Ch2) is 10 Hz/V.

(b) Steady-state currents with f1 = 25 Hz and
f1n = 50 Hz.

(c) Steady-state currents with f1 = 90 Hz and
f1n = 50 Hz.

Figure 3.14: Test of frequency adaptation provided by Fig. 3.10b proposed scheme. Ch2 is f1,
Ch3 is iS and Ch4 is iL.

On the other hand, the original delay compensation technique based on two integrators
(shown in Fig. 3.3c) with a two samples φ ′h has been also tested for comparison in terms of
stability. This controller led to instability when employed for harmonic orders up to h = 45.
This fact proves that the stability margins provided by the proposed approaches are indeed
larger, allowing for stable operation in more demanding conditions.

3.5.3.2 Frequency Deviations from Nominal

The stability provided by Figs. 3.10a, 3.10b and 3.10c schemes has been proved in nominal
conditions. However, Fig. 3.10b approximates as a linear relation the φ ′h variation with f1.
Thus, the effectiveness of Fig. 3.10b implementation in providing stable operation in presence
of large frequency deviations from f1n should be also tested.



98 CHAPTER 3. HIGH PERFORMANCE DIGITAL IMPLEMENTATIONS

In this experiment, the load current is programmed with the same waveform as in the previ-
ous test, and resonant controllers are also tuned at odd harmonic orders up to h = 45. In order
to provide a good tracking of all frequencies, nT = 8 is chosen. The ac voltage source performs
a f1 transient from 25 Hz to 90 Hz in 800 ms. Note that this means a 3375 Hz variation for the
resonant controller tuned at h = 45, with a 4.22 kHz/s slope.

Obviously, so great deviations from nominal frequency are not usual in grid-connected con-
verters, and so many resonant controllers are usually not required either. The main reason to
test resonant controllers tuned at such high frequencies and so large frequency variations is to
serve as an useful test for applications in which both requirements are common, such as aero-
nautic APFs, ac drives or torque ripple minimization in high speed permanent magnet drives.
The objective is to confirm that, in those cases, the proposed Fig. 3.10b scheme avoids stability
problems with resonant controllers tuned at high frequencies and large frequency variations.

Fig. 3.14a shows the response of the controller to the frequency transient. It can be ob-
served that Fig. 3.10b proposed scheme provides stable operation within a very wide range of
frequencies. Figs. 3.14b and 3.14c show the steady-state currents obtained with f1 = 25 Hz
and f1 = 90 Hz ( f1n = 50 Hz in both cases), respectively. It can be appreciated that at these fre-
quencies the resonant controllers are also able to achieve a very high rejection of the harmonic
components.

Figs. 3.10a and 3.10c implementations have been also tested in presence of the same fre-
quency ramp. The former provided a similar behavior to 3.10b scheme, whereas the latter was
unstable.

3.5.3.3 Summary

• The original delay compensation technique based on two discrete integrators is unstable
when compensating harmonic orders up to h = 45.

• Fig. 3.10c scheme is only suitable when small deviations from nominal frequency occur.

• Both schemes in Figs. 3.10a and 3.10b do not present stability problems, even in pres-
ence of very demanding frequency fluctuations, in spite of the fact that the latter is much
simpler than the former.

3.6 Conclusions

Enhanced digital implementations of resonant controllers implemented with two integrators
are contributed in this chapter. These proposals provide a significant improvement over the
previously existing schemes based on two discrete integrators, in terms of lower steady-state
error and larger stability margins, while their low computational burden and good frequency
adaptation are maintained.

The resonant frequency error is reduced by means of a correction of the input frequency.
In this manner, the order of the Taylor series approximation is increased. It is proved that a
fourth-order expansion is a very adequate solution for tracking frequencies such that the rela-
tion between resonant frequency and sampling frequency is not really large (until the former
becomes ten times smaller than the latter, approximately).
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On the other hand, the delay compensation inaccuracy is overcome by means of a correction
of the zeros placement, and also by a linear expression to accurately calculate the target leading
angle. These improvements lead to wider stability margins and less sensitivity to frequency
deviations around the resonant frequencies.

Finally, experimental results obtained with a laboratory prototype have validated the main
outcomes of the theoretical approach and the improvement provided by the proposed digital
implementations of resonant controllers.

Contributions of this chapter have been published in the journal IEEE Transactions on Power
Electronics [5] and presented at an international conference [16].
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Chapter 4

Analysis and Design of Resonant Current
Controllers for Voltage Source Converters
by Means of Nyquist Diagrams and
Sensitivity Function

Abstract — Mainly two types of resonant controllers are employed to obtain high performance in
voltage source converters: PR and VPI. The analysis and design of PR controllers is usually performed
by Bode diagrams and phase margin criterion. However, this approach presents some limitations when
resonant frequencies are higher than the crossover frequency defined by the proportional gain. This
occurs in selective harmonic control and applications with high reference frequency with respect to
switching frequency, such as high-power converters with low switching frequency. In such cases, ad-
ditional 0 dB crossings (phase margins) appear, so the usual methods for simple systems are no longer
valid. Additionally, VPI controllers always present multiple 0 dB crossings in their frequency response.
In this chapter, the proximity to instability of PR and VPI controllers is evaluated and optimized by means
of Nyquist diagrams. A systematic method is proposed to obtain the highest stability and avoidance of
closed-loop anomalous peaks, as well as an improved transient response: it is achieved by minimization
of the inverse of the Nyquist trajectory distance to the critical point, that is, the sensitivity function. Fi-
nally, several experimental tests, including an active power filter operating at low switching frequency
and compensating harmonics up to the Nyquist frequency, validate the theoretical approach.

4.1 Introduction

In proportional-resonant (PR) controllers, an usual approach is to employ Bode diagrams,
and to study the stability by means of the phase margin at the crossover frequency fc defined
by the proportional gain [51, 65, 68, 219, 225, 230, 246, 276, 297, 298]. In many practical
situations, this is enough to achieve satisfying results. However, this method has some limita-
tions in more demanding scenarios. When resonant controllers are needed to track frequencies
higher than fc, two additional 0 dB crossings (phase margins) appear around each of these fre-
quencies. These extra stability margins may be much lower than the phase margin at fc, and
hence lead to instability of the system. Consequently, the value of this phase margin is no longer
representative of the whole system stability.

101
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This limitation gains particular relevance in applications in which the frequency of the ref-
erence signal (which should coincide with a resonant frequency of the control) is relatively high
with respect to the switching frequency. This happens in high-power converters tracking har-
monics while operating at low switching frequency, which is actually often required in order
to reduce switching losses of semiconductor devices in high-power applications [313–317]. It
is also the case of medium/low-power grid-connected active power filters (APFs) compensat-
ing high frequency components (up to 3000 Hz) [51, 56, 57, 120], as well as aeronautic APFs
(fundamental frequency between 400 Hz and 800 Hz) [70, 277, 319] and medium voltage drives
operating at very low switching frequency [314, 320]. Furthermore, even in cases in which
resonant frequencies are not that high with respect to the switching frequency, it may be also
desirable to set a low fc in order to have very selective control; in that manner, the inverter rating
can be reduced while tracking the most relevant harmonics, and greater robustness to parameter
uncertainties is achieved [56, 57, 64, 230]. Therefore, it is of paramount interest to establish
an effective and simple method to perform the analysis and design of PR controllers in these
situations.

Concerning vector proportional-integral (VPI) controllers, indications to tune them in order
to obtain certain closed-loop bandwidth around each resonant peak have been exposed in [56,
57]. However, a method to measure and optimize the proximity to instability of VPI controllers
has not been proposed. Whereas PR controllers only present more than one 0 dB crossing when
higher resonant frequencies than fc are employed, the VPI controllers always exhibit this kind
of complex frequency response. Thus, the tuning of VPI resonant controllers also requires to
seek for a more adequate method than the usual approaches involving Bode plots and the phase
margin criterion.

As an alternative to Bode diagrams, Nyquist plots are more suitable to analyze complex
systems in which the magnitude and phase curves may cross respectively 0 dB or 180◦ several
times [321]. Furthermore, the Nyquist diagrams permit the inspection of the sensitivity func-
tion, defined as the inverse of the distance between the Nyquist trajectory and the critical point
(−1,0 j). The maximum of the sensitivity function is known as sensitivity peak, which is a
more compact and reliable indicator of stability than gain and phase margins [322]. In fact, it
is proved in this chapter that the minimization of the sensitivity peak permits to achieve better
results in resonant controllers rather than by maximizing the gain or phase margins, the latter of
which is the most common approach [45, 51, 65, 68, 70, 225, 230, 246, 260, 276, 297, 298].

Nyquist diagrams have been employed for resonant current controllers with delay compen-
sation in [51, 260]. In those works, the Nyquist plots are used to check the stability (the critical
point is not encircled) when delay compensation is performed. However, as shown in this chap-
ter, the Nyquist diagrams are also a powerful tool to measure and optimize the actual proximity
to instability (not only to check if the system is stable or not). Consequently, it is also interest-
ing to analyze the influence of each freedom degree on the plots, studying how they affect the
sensitivity function, and to establish the optimum combinations.

A problem of resonant controllers regarding their closed-loop frequency response has been
reported in [57]: due to non-compensated terms of the plant, undesired gain peaks may appear
at frequencies close to the resonant frequencies. This fact may cause magnification of inter-
harmonics found in the vicinity of integer harmonics (e.g., in variable speed drive applications).
Moreover, it would also cause a significant amplification of integer harmonics, instead of unity
gain (perfect tracking), when small frequency deviations occur. It is proved in this work that
the presence of these closed-loop undesired resonances is inversely related to the distance of the
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Nyquist trajectory to the critical point (sensitivity function). In this manner, by minimization
of the sensitivity function, not only stability is improved, but these anomalous peaks are also
avoided.

In this chapter, both PR and VPI controllers, aimed at current control in VSCs with plants
that can be modeled as L filters, are analyzed by means of Nyquist diagrams. The effect of each
freedom degree on the trajectories is studied, and their relation with the distance to the critical
point (inverse of the sensitivity function) is established. It is proved that minimization of the
sensitivity peak permits to achieve a greater performance and stability than maximizing the gain
or phase margins. A systematic method is proposed to obtain the highest stability and avoidance
of closed-loop anomalous peaks by means of minimization of the sensitivity function and its
peak value. The proposed method is valid even when there are multiple 0 dB crossings. Finally,
several experimental tests, including an APF operating at 2 kHz and compensating harmonics
up to the Nyquist frequency, have been performed to validate the theoretical approach.

4.2 Analysis of Stability Margins by Means of Nyquist Dia-
grams

In section §3.2.1, the variable φh is defined as the difference between the actual phase pro-
vided by a given resonant controller at frequencies infinitely close to hω1 and that provided by
GPRh(s). From that section, GPRh(s) satisfies φh = 0, Gd

PRh
(s) provides φh = φ ′h and GVPIh(s) in-

troduces a phase lead φh = arctan(hω1LF/RF). It can be also obtained from (2.2) that Gd
VPIh

(s)
provides a phase lead

φh = φ
′
h + arctan(hω1LF/RF). (4.1)

Each of these controllers should be discretized in order to be implemented in digital devices.
Tustin with prewarping discretization is chosen, due to the fact that it provides very similar char-
acteristics to the continuous resonant controllers (see chapter §2). In this manner, the analysis
carried out in this chapter acquires a generic value.

The plant model GPL(z) for current-controlled voltage source converters (VSCs) taking into
account the computational delay, the pulsewidth modulation (PWM) and the L filter is given by
(1.12).

The error rejection can be quantified by means of the sensitivity function as

S(z) =
E(z)
I ∗(z)

=
1

1+GC(z)GPL(z)
(4.2)

where E(z) is the tracking error I ∗(z)− I(z) [321, 323]. Actually, E(z) is the Z transform of the
signal e shown in Fig. 1.5. The maximum value of |S(z)| is denoted as sensitivity peak 1/η ,
which can be employed as a compact indicator of relative stability [322]. The function

D(z) = 1+GC(z)GPL(z) (4.3)

represents the distance of the open-loop transfer function GC(z) GPL(z) to the critical point
(−1,0 j) at each frequency ω (z = e jωTs) in the Nyquist diagram. It can be concluded from
(4.2) and (4.3) that the steady-state error when tracking I ∗(z) is proportional to the inverse of
D(z). This corresponds with the well-known fact that an infinite value of D(z) (infinite gain)
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assures E(z) = 0. It should be also remarked that D(z) is bounded below by η in magnitude,
that is, |D(z)| ≥ η .

In simple systems where the open-loop frequency response is monotonically decreasing and
it does not present abrupt changes, either gain of phase margins provide enough information
about the stability. However, in complex systems with more complicated trajectories these
indicators do not give a reliable stability measurement. Instead, the minimum distance η to
the critical point can be employed to quantify the actual proximity to instability, regardless of
the frequency response complexity and abrupt changes (such as those of resonant controllers)
[322].

Resonant controllers define the behavior of the system within a very narrow band of fre-
quencies [51, 58, 65, 203, 260, 276]. Consequently, the stability of the whole system can be
studied by separated analysis of the Nyquist diagrams that correspond to each individual reso-
nant controller included in GC(z).

4.2.1 Nyquist Diagrams of PR Controllers

Fig. 4.1 represents the Nyquist diagram of a generic Gd
PRh

(z) controller in combination
with the plant and the total proportional gain (instead of just KPh), that is, the Nyquist plot of
[KPT +KIh Rd

1h
(z)]GPL(z). It should be noted that this also includes the particular case of R1h(z),

since R1h(z) =Rd
1h
(z) when φ ′h = 0. The trajectory of the Nyquist plots is expressed as a function

of GPL(z) and the freedom degrees of the controller: KPT , KIh , φh and hω1.
The Nyquist plot of KPT GPL(z) is also represented in Fig. 4.1, so the effect of Rd

1h
(z) addi-

tion can be easily assessed. The KPT GPL(z) plot starts from the real axis at ω = 0 rad/s, and
it turns 360◦ clockwise until ω = π fs. The gain rapidly decreases with ω , according to the
low-pass filter nature of GPL(z).

From Fig. 4.1, a phase value θ = ∠GPL(z) corresponds to each frequency ω , and the dis-
tance to the origin (the gain at ω) is proportional to KPT . It can be appreciated that, as expected,
the addition of Rd

1h
(z) only affects the plot within a very small range of frequencies around hω1.

The well-known fact that KIh is directly related to this bandwidth around the resonance [64, 225]
is also corroborated.

At the resonant frequency hω1, the gain abruptly rises to infinite and the phase shifts 180◦

clockwise, as depicted in Fig. 4.1. The angle between the asymptote at hω1 (limit from the left)
and the real axis is given by

γh = π/2+φh +∠GPL(e jhω1Ts). (4.4)

According to Nyquist theory, the system is stable if and only if its trajectory does not encircle
the critical point (−1,0 j) [51, 260, 280, 321, 322]. Various indicators of relative stability are
employed for each Rd

1h
(z): phase margin PMh, gain margin GMh and sensitivity peak 1/ηh

[322]. In this manner, the following conclusions concerning stability of PR controllers can be
extracted from inspection of the Nyquist diagrams.

• KPT establishes the crossover frequency ω c, the phase margin PMP, the gain margin GMP
and the sensitivity peak 1/ηP of KPT GPL(z). Note that, for each indicator of stability, the
subindex P refers to KPT GPL(z) and the subindex h refers to the trajectory including Rd

1h
.
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(a) Global view of the Nyquist diagram.
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Figure 4.1: Nyquist diagram of generic [KPT +KIh Rd
1h
(z)]GPL(z), for positive frequencies (the

plots of negative frequencies are symmetrical of these). Note that R1h(z) = Rd
1h
(z) when φ ′h =

0. The Nyquist plot of KPT GPL(z) is also included for comparison. Parameters: LF = 5 mH,
RF = 0.5 Ω, fs = 10 kHz, h f1 = 750 Hz, γh ≈ π/4, KPT = 15 and KIh = 2000.

• PMP > 0 and a γh value such that the system becomes unstable are compatible conditions
with each other. An example of this fact can be observed in the trajectory with KPT = 15
in Fig. 4.2. Therefore, PMP does not provide enough information to assess stability of
PR controllers. This is an important fact, since PMP is often considered to be the most
important indicator of stability, even in PR implementations [65, 68, 219, 225, 230, 246,
276, 297].
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• In general, PMh ≤ PMP, GMh ≤ GMP and ηh ≤ ηP. Consequently, the stability margins
of KPT GPL(z) should not be considered to be representative of GC(z)GPL(z). The actual
stability margins of GC(z)GPL(z) are bounded above by those of KPT GPL(z).

• An increase in KPT allows for faster transient response by means of a greater bandwidth
[64], and high values of KPT imply less selective filtering (which is actually an interesting
feature in many cases [51, 56–58, 64, 120, 203, 228, 230, 280]). Thus, KPT should be
tuned to achieve a tradeoff between fast transient response, selective filtering and large
upper bounds of stability margins. It should be also assured that ω c is not higher than
approximately one decade below the switching frequency [71], so the commutation har-
monics are effectively filtered.

• Unless very large values of KIh are employed, its effect on stability can be neglected.
It should be tuned to provide an adequate compromise between selective filtering and
dynamic response to transients in signals oscillating at hω1 [71, 280].

• It is often assumed that GPRh(z) (φ ′h = 0) is unstable if not included within the bandwidth
set by KPT [47, 64, 70, 205, 246, 296]. Nevertheless, it can be inferred from Fig. 4.1
that for certain combinations of hω1 and KPT , GPRh(z) may be stable even if hω1 > ω c.
For instance, in Fig. 4.2, it is possible to appreciate that GPRh(z) with h f1 = 850 Hz is
stable from KPT values from approximately 20 on, in spite of the fact that hω1 > ω c up
to KPT = 25.

• GMh > 0 is neither sufficient nor necessary condition for stability. Fig. 4.2 illustrates
a situation (KPT = 15) in which the system is unstable (the critical point is encircled) in
spite of satisfying GMh > 0. On the other hand, the trajectories in Fig. 4.2 that correspond
to KPT > 25 are stable, even though GMh < 0. Additionally, for each resonant controller,
there is always a positive and a negative phase margin. These facts corroborate that the
general rules for stability analysis in simple systems, such as those usually employed
for proportional-integral (PI) and PID controllers (in which GMh > 0 and PMh > 0 are
both sufficient and necessary conditions for stability), should no longer be assumed to be
suitable when dealing with resonant controllers.

• Analysis and design of resonant controllers by inspection of phase margins is a very
common approach [45, 51, 65, 68, 70, 225, 230, 246, 260, 276, 298]. Nevertheless,
ηh is a more compact and reliable indicator of the actual proximity to instability than
PMh, because it indicates the minimum distance to the critical point evaluated among all
possible frequencies instead of only at the crossover frequency [322]. In this manner, ηh
permits to quantify by means of just one parameter the robustness to both gain and phase
uncertainties. For instance, Fig. 4.3 compares two cases in which PMh is the same, but
ηh permits to appreciate that one is actually much closer to instability (η17 = 0.24) than
the other one (η21 = 0.40). Therefore, ηh should be the main parameter to study when
analyzing stability of PR controllers.

• It can be concluded from the Nyquist plots that the γh angle (and thus the φ ′h tuning)
has a crucial influence on stability. It is often assumed that the φ ′h value should be set to
compensate the phase lag caused by the plant at hω1, so that a good PMh is achieved [70,
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Figure 4.2: Nyquist diagrams of
[
KPT +GPRh(z)

]
GPL(z) (φ ′h = 0) for different values of KPT .

Note that GMh > 0 is neither necessary nor sufficient condition for stability, PMP > 0 is not a
sufficient condition for stability and GPRh(z) (φ ′h = 0) may be stable even if hω1 > ω c. Param-
eters: LF = 5 mH, RF = 0.5 Ω, fs = 10 kHz, h f1 = 850 Hz and KIh = 2000.

260].1 In that manner, it is usually intended to achieve φ ′h = ∠GPL(e jhω1Ts), which implies
γh = π/2 (the asymptote at hω1 becomes vertical). However, this approach achieves a
high PMh at the expense of a non-optimized ηh. This can be appreciated, for instance, in
the situation depicted in Fig. 4.4: the trajectory becomes closer to instability at certain
frequencies (lower ηh than with other φ ′h values). Therefore, it is preferable to seek for
an alternative method to adjust φ ′h, with ηh maximization being its main objective (this is
further approached in section §4.4.1).

• In general, the transient response becomes more oscillatory (i.e., lower damping) if the
trajectory is closer to the critical point [324]. Thus, to seek for large ηh values also serves
to avoid very low damping associated to the resonant poles of those frequencies h f1 that
in the KPT GPL(z) plot are closer to (-1,0 j).

In this manner, the optimum values for the freedom degrees of the whole GC(z) con-
troller will result from the combination of the best parameters for the Nyquist plot of each
resonant controller Gd

PRh
(z). It can be stated: GC(z)GPL(z) is stable if and only if [KPT +

KIh Rd
1h
(z)]GPL(z) is stable for all h.

The KPT value can be calculated so that a certain sensitivity peak 1/ηP is obtained, by means
of

KPT = F1 (ηηηP,Ts,RF,LF) (4.5)

1It is often assumed that the leading angle should be equal to the system delay at the resonant frequency, so
that the phase margin is maximized. Nevertheless, it has been proved in chapter §3 that the previous attempts
(mainly based on compensating two samples [58, 64, 120, 260, 276]) were quite inaccurate with respect to the
actual phase lag. An accurate expression is proposed in chapter §3 to assure φ ′h = ∠GPL(e jhω1Ts). This permits to
achieve a significant improvement over the two samples phase lead. However, as proved in this chapter, there are
other possibilities that allow for even better performance and stability than trying to compensate the delay of the
plant, specially when KPT is large.
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ues. However, it is preferable to have a larger ηh (the actual proximity to instability is reduced).
Parameters: LF = 5 mH, RF = 0.5 Ω, fs = 10 kHz, h f1 = 750 Hz, KPT = 25 and KIh = 2000.

where F1 is a function developed in Appendix §C.1, and it corresponds to (C.9). Fig. 4.5
represents (4.5) as a function of ηP for several LF and RF combinations. This equation is quite
relevant from a practical point of view. It gives a closed-form analytical expression to calculate
the KPT value as a function of the minimum distance ηP to the critical point, which defines at the
same time the system stability margin and the maximum steady-state error |E(z)|= |I ∗(z)|/ηP.
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Figure 4.5: KPT tuning to obtain a certain ηP, according to (4.5). Parameters: fs = 10 kHz,
RF/LF = 100 Ω/H, LF ∈ {2,3,4, ...,8} mH and RF ∈ {0.2,0.3,0.4, ...,0.8} Ω.

In this manner, the laborious trial and error process is avoided.
Nevertheless, a certain target for ηP may lead to KPT values so high that the commutation

harmonics would interfere with the current control. This can be avoided by assuring that the
crossover frequency is lower than a decade below the switching frequency (i.e., ω c < π fs/5),
so the attenuation at fs is at least 20 dB. Thus, the maximum acceptable KPT value is such that
satisfies ω c = π fs/5. This condition can be written as∣∣∣KPT GPL(e jπ/5)

∣∣∣= 1. (4.6)

Equation (B.2) in Appendix §C.1, which describes GPL(z) as a function of a certain frequency
ω , can be substituted in (4.6), which results in

KPT =
RF

(1−ρ−1)
√

2

√
2+2 ρ−2− (1+

√
5)ρ−1. (4.7)

Note that fs has been assumed to be equal to the switching frequency. If this is not true, the Ts
variable in (4.7) should be modified accordingly. It should be also noted that the maximum KPT

should satisfy the initial hypothesis that the plant can be modeled as an L filter in the range of
frequencies to be controlled.

In this manner, (4.5) gives the highest KPT to fulfill certain stability and steady-state error
limits, and (4.7) gives the highest KPT (approximately) to effectively filter the commutation
harmonics. The most restrictive of the two values should be the one implemented in the final
control.

Once ηP is set by an adequate KPT value according to (4.5) and (4.7), ηh = ηP ∀h should be
sought to assure the best stability margins. A method to achieve this by means of appropriate
φ ′h choices is approached in section §4.4.1.
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φ ′h = 0. Parameters: LF = 5 mH, RF = 0.5 Ω, fs = 10 kHz, h f1 = 1050 Hz and Kh = 50.

4.2.2 Nyquist Diagrams of VPI Controllers

Fig. 4.6 represents the Nyquist plot of a generic Gd
VPIh

(z) controller in combination with
the plant, that is, Gd

VPIh
(z)GPL(z). This also includes the particular case of GVPIh(z), in which

φ ′h = 0 and φh = arctan(hω1LF/RF).
In the case of PR controllers, the trajectory of GC(z)GPL(z) is strongly influenced by GPL(z)

at all frequencies, both in magnitude and phase (previously shown in Fig. 4.1). On the contrary,
it can be seen in Fig. 4.6 that in the case of VPI controllers the Nyquist trajectory presents only
non-negligible magnitude around hω1. Several direct consequences of this fact can be pointed
out: GMh� 0, PMh ≈ γh, and ηh is much more related to PMh than in PR controllers (to make
one of them larger also implies to increase the other one). These aspects permit to improve the
stability margins with respect to those of PR controllers, and they also facilitate GC(z) design.
In fact, it can be stated with much certainty that the control is stable if and only if γh > 0 for all
VPI controllers included in GC(z).

In a similar manner to the case of PR controllers, Fig. 4.6 illustrates that the angle ∠GPL(z)
is also reflected as a γh rotation of the asymptotes at resonant frequencies, depending on the
φh value. However, whereas GPRh(z) verifies φh = φ ′h = 0, according to (4.1) the phase lead
provided by GVPIh(z) is higher: φh = arctan(hω1LF/RF)> φ ′h = 0. This means that, when delay
compensation is not included, the VPI controllers permit wider stability margins than PR ones,
since GVPIh(z) manages to cancel the part of GPL(z) delay that corresponds to the L filter. In
any case, the phase lag in GPL(z) caused by computation and modulation is not compensated by
GVPIh(z). Thus, instability occurs when computation and modulation cause a delay greater than
π/2 (γh < π). This explains why GVPIh(z) becomes unstable at high frequencies, as reported in
[56, 57], if delay compensation is not included.

Fig. 4.7a illustrates the effect of an increase in the Kh value when the rest of Gd
VPIh

(z)
freedom degrees (φh and hω1) are kept constant. For clarity, γh ≈ π/2 has been chosen. As the
gain becomes greater, two effects appear simultaneously: the range of frequencies affected by
the resonance widens (as stated in [56, 57]) and the asymptotes move slightly away from the
origin. In any case, it can be appreciated in Fig. 4.7a that these variations scarcely affect the
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Figure 4.7: Effect of Kh variation in Gd
VPIh

(z) controller. Parameters: LF = 5 mH, RF = 0.5 Ω,
fs = 10 kHz, h f1 = 1050 Hz and γh ≈ π/2.

stability margins.
The closed-loop Bode plots around hω1 that correspond to each Kh in Fig. 4.7a are shown

in Fig. 4.7b. It can be seen that these Kh values lead to unnecessary large bandwidths, which
are not required in most applications. Therefore, it is corroborated that in normal conditions the
asymptotes pass very close to the origin. Consequently, the assumptions GMh� 0, PMh ≈ γh
and that ηh is very related to PMh, are still valid for reasonable (not extremely high) values
of Kh.

Concerning transient response, its time is defined by each Kh. The response speed to changes
at hω1 components increases with the bandwidth of the resonant peak centered at that frequency,
that is, as the Kh value becomes greater [56, 57]. This fact is in contradiction with the general
assumption in simpler controllers (those with monotonically decreasing frequency response,
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such as PI ones) which states that the phase margin should be tuned to achieve a trade-off
between stability and transient response speed. In VPI controllers, once Kh is defined to achieve
an adequate compromise between selective filtering and transient response [56, 57], φ ′h should
be adjusted so that PMh ≈ π/2 (this is approached in section §4.4.2), and this does not imply a
larger transient response than if φ ′h was set to make PMh lower.

4.3 Relation Between Closed-Loop Anomalous Peaks and the
Sensitivity Function

Due to non-compensated terms of the plant, undesired gain peaks may appear in the closed-
loop frequency response at frequencies close to hω1 [57]. This can cause a significant magnifi-
cation of inter-harmonics found in the vicinity of integer harmonics, or amplification of integer
harmonics when small frequency deviations occur. Furthermore, these undesired closed-loop
resonances are also related to low damping in the resonant poles at those frequencies; transient
response becomes more oscillatory as the anomalous peaks become greater [322]. In the fol-
lowing, a direct method to quantify the presence of closed-loop anomalous peaks by means of
the sensitivity function is exposed. Then, the design process to minimize it in both PR and VPI
controllers is established in section §4.4.

4.3.1 Relation Between the Closed-Loop Transfer Function and the Sen-
sitivity Function

As exposed in section §4.2, the inspection of the sensitivity function S(z) = 1/D(z) is quite
straightforward by means of the Nyquist plots. Thus, in order to establish a systematic approach
to analyze the presence of anomalous gain peaks, the relation between the closed-loop response
and S(z) should be studied.

The closed-loop transfer function between the actual current I(z) and its reference I ∗(z) is

CL(z) =
I(z)

I ∗(z)
=

GC(z)GPL(z)
1+GC(z)GPL(z)

. (4.8)

From (4.2), CL(z) is related to S(z) according to

CL(z) = 1−S(z) =
D(z)−1

D(z)
. (4.9)

Fig. 4.8a represents the CL(z) vectors that result from different S(z) if their magnitude
|S(z)|= 1/ |D(z)| is kept constant. It can be observed that, depending on ∠S(z), both |CL(z)|
and ∠CL(z) vary within a certain range. A high |S(z)| does not necessarily mean a large |CL(z)|.
Instead, it can be stated that a large |S(z)| implies a great steady-state error, and this error is
distributed among |CL(z)| and ∠CL(z) depending on the phase of D(z):

|CL(z)|=
1
|D(z)|

√
|D(z)|2 +1−2 |D(z)|cos(∠D(z)) (4.10)

∠CL(z) = arctan
(

sin(∠D(z))
|D(z)|− cos(∠D(z))

)
. (4.11)
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These equations have been obtained by substitution of

D(z) = |D(z)|cos(∠D(z))+ j |D(z)|sin(∠D(z)) (4.12)

in (4.9).
Figs. 4.8b and 4.8c show |CL(z)| and ∠CL(z) as a function of ∠D(z), according to (4.10)

and (4.11), respectively. Cases with |D(z)|< 1 are studied because it is a more critical situation.
From Fig. 4.8b, the lowest |CL(z)| for a given |D(z)| results when ∠D(z) = 0, and its

maximum occurs when ∠D(z) =±π . The difference between both extremes is always 2, inde-
pendently of the D(z) magnitude:

|CL(z)|= 1/ |D(z)|︸ ︷︷ ︸
average value

+ εd(z), εd(z) ∈ [−1,1] . (4.13)

In any case, when |D(z)| is small, |CL(z)| ≈ 1/ |D(z)| can be assumed in order to have an
intuitive estimation of the closed-loop gain.

It can be deduced from (4.10) that |CL(z)| coincides with its average value 1/|D(z)| when

∠D(z) = arccos
(
|D(z)|

2

)
(4.14)

which is represented in Fig. 4.8b by a dashed line. For low values of |D(z)|, this occurs at
approximately ∠D(z) =±π/2.

Concerning the extreme values of ∠CL(z), it can be observed in Fig. 4.8c that ∠CL(z) is
zero when ∠D(z) =±π and it is equal to ±π when ∠D(z) = 0.

In general, for a given |D(z)|, a great ∠CL(z) is preferable to a large |CL(z)|, since the latter
means an undesired amplification of the reference signal. Therefore, a ∠D(z) value close to
zero, which permits to reduce the closed-loop magnitude, is usually more convenient.

4.3.2 Anomalous Closed-Loop Peaks
Because of the abrupt change in magnitude that occurs around the resonant frequency, the

Nyquist trajectory may pass very close to the critical point [low |D(z)|]. This situation can be
observed in the examples depicted in Figs. 4.9a and 4.9b, which correspond to GPRh(z) with
h f1 = 650 Hz and GVPIh(z) with h f1 = 1350 Hz, respectively.

In Figs. 4.9a and 4.9b, point B indicates the minimum value of D(z), and the corresponding
frequency is defined as ωB [note that |D(e jωBTs)|= ηh]. The resonant frequency hω1 is marked
with point A [ideally at |D(z)| = ∞]. In both figures, such low values of ηh are caused by the
abrupt change in magnitude in the vicinity of the resonant frequency and the low γh.

Figs. 4.9c and 4.9d represent the S(z) Bode diagrams obtained with the same controllers as
in Figs. 4.9a and 4.9b. It can be observed in Figs. 4.9c and 4.9d that, as expected from (4.2),
the steady-state error increases as D(z) becomes lower. Actually, points A and B exhibit the
smallest (ideally zero) and greatest [|S(e jωBTs)|= 1/ηh] error in steady-state, respectively. This
fact is quite compromising, because of the proximity between A and B. It should be also taken
into account that a ∆ f1 frequency shift at fundamental frequency means a h∆ f1 deviation at the
harmonic h.

Finally, Figs. 4.9e and 4.9f represent the CL(z) Bode diagrams obtained with the controllers
of Figs. 4.9a and 4.9b. These diagrams are related to those of S(z) according to (4.10) and
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Figure 4.9: Continued on next page.
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Figure 4.9: Examples of closed-loop anomalous peaks. Point A corresponds with the resonant
frequency h f1, and B is the closest point to (−1,0 j). Note the inverse relation between the
distance D(z) to the critical point (ηh being its magnitude minimum value) and the steady-state
error. This figure is continued from previous page.

(4.11). It can be appreciated that, due to the low values of ηh, the variation of |CL(z)| around its
average value can be neglected in (4.13), so |CL(e jωBTs)| ≈ 1/ηh.

From section §4.2.1, to select φh = ∠GPL(e jhω1Ts) implies γh = π/2. Thus, ∠D(e jωBTs)= 0
would be satisfied. Consequently, from section §4.3.1, it can be stated that when the leading
angle is chosen to exactly compensate the delay caused by the plant, the minimum closed-loop
gain at ωB for a given ηh is achieved, that is, |CL(e jωBTs)|= 1/ηh−1. However, in PR con-
trollers, |CL(e jωBTs)| could be reduced even more if ηh was increased at the expense of making
∠D(e jωBTs) slightly higher. Furthermore, the proximity to instability would be also reduced
(greater stability margin) and transient response would be improved (higher damping). This
issue is approached in the method for sensitivity peak minimization proposed in section §4.4.

In summary:

• the magnitude |CL(e jωBTs)| of each closed-loop anomalous gain peak varies within the
extremes 1/ηh±1, rising from the minimum to the maximum as ∠D(e jωBTs) grows from
zero.

• an appropriate value of φ ′h should be sought in both PR and VPI controllers to maxi-
mize the value of D(z) [minimize S(z)] around each resonant frequency hω1. This is
approached in the following section.

4.4 Minimization of Sensitivity Function
As proved in sections §4.2 and §4.3, both proximity to instability and closed-loop anoma-

lous peaks can be reduced by minimization of the sensitivity function S(z) and its peak value
1/ηh. In the following, a design method is proposed to obtain the optimum values of S(z) in PR
and VPI controllers.
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controllers. Parameters: LF = 5 mH, RF = 0.5 Ω, fs = 10 kHz, h f1 = 400 Hz and KPT = 15.

4.4.1 Sensitivity Minimization in PR Controllers
Once ηP is set by an adequate value of KPT according to (4.5) and (4.7), an optimum φ ′h

should be sought for each Gd
PRh

(z) controller so that S(z) is minimized at the vicinity of hω1,
and ηh = ηP ∀h is assured (from section §4.2.1, ηP is the maximum of each ηh). This issue is
approached in the following.

From (4.3), D(e jhω1Ts) is the vector that links the point of GC(z)GPL(z) at the resonant
frequency hω1 with the critical point. As depicted in Fig. 4.10, in order to maximize D(z) at
frequencies around hω1, the asymptote at hω1 should be perpendicular to D(e jhω1Ts) [note that
GC(z) =KPT is assumed, because the Gd

PRh
(z) parameters still have to be defined]. This implies:

γh = ∠D(e jhω1Ts)+π/2. (4.15)

Finally, from (4.4) and (4.15), the leading angle should be

φ
′
h =−∠GPL(e jhω1Ts)+∠D(e jhω1Ts). (4.16)

The terms of (4.16) are expanded in Appendix C.2, so an equation of the form

φ
′
h = F2 (hω1,Ts,RF,LF) (4.17)

is finally obtained. By means of these values of φ ′h, the best stability margins (the sensitivity
peak 1/ηh is minimized to its lower bound 1/ηP), avoidance of anomalous closed-loop peaks
[lowest S(z) around each resonant frequency] and damping (related to the anomalous peaks
reduction) can be achieved.

It can be also noted that the frequency ωη such that |D(e jωη Ts)| = ηP, also verifies that
∠D(e jωη Ts) is low, so, from section §4.3.1, this means that the closed-loop gain peak at ωη is
close to its minimum among all its possible values for a given ηP: |CL(e jωη Ts)| ≈ 1/ηP−1.
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Fig. 4.11 shows (4.16) as a function of h f1. When KPT becomes larger, ∠D(z) gains more
weight with respect to ∠GPL(z). This means that if a low value of KPT is selected, to calculate
the leading angle simply as φh = ∠GPL(e jhω1Ts) (as done in chapter §3) is still an adequate
choice for obtaining an optimum ηh. However, for greater bandwidths, the effect of |KPT GPL(z)|
should be also taken into account in order to obtain the largest distance to the critical point.

If only small frequency deviations ∆h f1 of I ∗(z) are expected, the complexity of (4.17) is
not a problem, because φ ′h can be calculated off-line for the nominal resonant frequency. On the
contrary, if large fluctuations of h f1 may occur, other options such as low order approximations
or look-up tables seem to be good alternatives.

4.4.2 Sensitivity Minimization in VPI Controllers

Because of the |GPL(z)| cancellation provided by the VPI controller, it can be observed in
Fig. 4.9b that the sensitivity peak 1/ηh is directly related to γh. In this manner, the closed-loop
anomalous peaks are minimized when γh = π/2 (this also implies ηh ≈ 1). According to (4.1),
(4.4) and the fact that the delay due to computation and modulation can be approximated by
3/2 samples [260, 280], the following is obtained:

γh = π/2⇒ φh =−∠GPL(e jhω1Ts)⇒ φ
′
h =

3
2

hω1Ts. (4.18)

This result is actually intermediate between the leading angles employed for the VPI controller
in previous works: one and two sample phase leads, in [57] and chapter §2 of this thesis, re-
spectively. Fig. 4.11 shows (4.18) as a function of h f1. Because of the linearity of (4.18), it can
be employed to obtain frequency adaptive resonant controllers without a significant resource-
consumption.

It should be noted that, as expected, if KPT = 0 is considered in PR controllers, the dif-
ference between the optimum φ ′h curves of Gd

PRh
(z) and Gd

VPIh
(z) in Fig. 4.11 is equal to

arctan(hω1LF/RF).
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Figure 4.12: Experimental setup for the tests of section §4.5.1.

TABLE 4.1
POWER CIRCUIT VALUES FOR TESTS OF SECTION §4.5.1

Parameter Value
v∗dc 150 V

v ac (RMS) 60 V
C 3.3 mF
LF 4.3 mH
RF 0.2 Ω

fsw = fs 10 kHz

4.5 Experimental Results

4.5.1 Sensitivity Minimization by Means of Optimum Leading Angle

The aim of this experiment is to prove, through several tests, the advantage (in terms of
stability and avoidance of anomalous gain peaks) provided by the approach proposed in section
§4.4 to minimize the sensitivity function by means of φ ′h according to (4.17) and (4.18).

Fig. 4.12 depicts the experimental lab prototype that has been employed for these tests.
The VSC consists of four insulated-gate bipolar transistor (IGBT), and it is connected to the
power source through the interfacing inductance LF. Its equivalent series resistance is RF. A
four-quadrant power supply Kepco BOP 100-4D, which provides a voltage v ac, is employed so
that it is able to absorb power from the VSC. The dc-link voltage vdc is kept constant by an HP
6035A power supply, so no fundamental current is required to maintain vdc. Table 4.1 shows
the values of the power circuit main parameters.

The control is implemented in a prototyping platform (dSpace DS1104), which includes
a PowerPC (PPC) MPC8240 and a Texas Instruments TMS320F240 digital signal processor
(DSP).

The current reference i∗ is internally generated in the digital controller as a sinusoidal wave
oscillating at a certain frequency with an arbitrary phase. This signal is converted to an analog
voltage output and compared in an oscilloscope (appropiately scaled) with the actual current
value i, which is sensed in the power circuit by means of a current sensor.

The digital control GC(z) includes two resonant controllers: one tuned at the fundamental
frequency f1 of the ac source voltage v ac, and another one tuned at the resonant frequency
h f1. The former provides perfect cancellation of f1 components in i without the need of a
v ac feedforward signal, and the latter provides tracking of i∗. In each test, the frequency of
i∗ is modified around h f1 to check if there are frequencies close to h f1 such that the distance
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to the critical point is low [that would be seen as a high gain in the closed-loop tracking, i.e.,
|CL(z)| � 1].

4.5.1.1 Sensitivity Minimization in PR Controllers

Fig. 4.13 shows the experimental tests obtained with Gd
PRh

(z) controllers tuned at h f1 =
650 Hz (h = 13). The resonant controller used in Figs. 4.13a and 4.13b has been implemented
with φ ′h = 0. On the other hand, φ ′h according to proposed expression (4.17) is employed in
Figs. 4.13c and 4.13d (the remaining freedom degrees KPT = 15 and KIh = 2000 are identical
in both cases).

When the reference frequency coincides with the resonant frequency h f1, it can be appre-
ciated in Figs. 4.13a and 4.13c that perfect tracking is achieved in both cases [|D(e jhω1Ts)| →
∞⇒ |E(e jhω1Ts)| ≈ 0]. The zero order hold effect of the digital to analog converter in i∗ can
be also observed in the oscilloscope captures. Even though this effect may lead to think that
there is a phase delay between i and i∗, it may be checked that i actually coincides with the
i∗ values at the sampling points. It can be also seen in Fig. 4.13 that two abrupt changes in i
occur during each sampling period, due to the fact that unipolar PWM is employed to reduce
the distortion. In any case, these aspects related to sampling will be appreciated more clearly in
the oscilloscope captures of section §4.5.1.2, in which the time scale is larger.

The reference frequency has been modified around the nominal value h f1 to seek for the
presence of anomalous gain peaks. It has been found that when i∗ oscillates at 656 Hz (which
corresponds to a f1 deviation of just 0.46 Hz), the i amplitude is very much amplified with
respect to that of i∗. This situation is shown in Fig. 4.13b (note the different scale in Ch2). This
fact reveals that the system is close to instability (high sensitivity peak 1/η13).

Analogously, different frequencies around h f1 were also tried for i∗ in the case of the
Gd

PRh
(z) controller with the proposed φ ′h. Nevertheless, no appreciable increase over unity gain

could be noticed in |CL(z)|. Thus, the distance of the Nyquist trajectory to the critical point at
frequencies close to h f1 is effectively maximized [low η13 and low S(z) around h f1] by (4.17).

In the following experiment, shown in Fig. 4.14, a different case is considered: one Gd
PRh

(z)
controller is implemented with φ ′h =∠GPL(e jhω1) (Figs. 4.14a and 4.14b) and another one with
φ ′h according to (4.17) (Figs. 4.14c and 4.14d). The remaining freedom degrees h f1 = 750 Hz,
KPT = 25 and KIh = 2000 are identical in both controllers, so the relevance of the φ ′h tuning can
be clearly assessed.

When the leading angle is adjusted to compensate the phase lag of GPL(z) at h f1 = 750 Hz,
the Nyquist trajectory becomes quite close to the critical point at approximately 744 Hz (low
η15). This fact can be observed in the amplification of i∗ shown in the i signal of Fig. 4.14b.
It should be noted that, besides the undesired high gain at 744 Hz, this fact also reveals that the
system may become easily unstable due to uncertainties or variations in GPL(z) parameters.

On the other hand, it has been checked that the proposed expression for the leading an-
gle provides an effective avoidance of closed-loop anomalous gain peaks around the resonant
frequency. This fact also assures a good stability margin 1/η15. Fig. 4.14d corroborates that
(4.17) permits to assure |CL(e j2π744Ts)|< 1. Therefore, it can be concluded that the proposal
based on S(z) minimization provides a more satisfying performance and stability margins than
the approaches aimed at maximizing the phase margin (i.e., compensating the phase lag of the
plant), specially if high values of KPT are employed. This conclusion is quite relevant, since tun-
ing of resonant controllers by inspection of phase margins is a very widely employed approach
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(a) Tracking provided by a Gd
PRh

(z) controller with
φ ′h = 0 and tuned at h f1 = 650 Hz, when the refer-
ence frequency is 650 Hz. |CL(z)| ≈ 1.

(b) Tracking provided by a Gd
PRh

(z) controller with
φ ′h = 0 and tuned at h f1 = 650 Hz, when the refer-
ence frequency is 656 Hz. Note the different scale
in Ch2 with respect to the other figures, due to the
anomalous gain peak: |CL(z)| � 1.

(c) Tracking provided by a Gd
PRh

(z) controller with
φ ′h according to proposed expression (4.17) and
tuned at h f1 = 650 Hz, when the reference frequency
is 650 Hz. |CL(z)| ≈ 1.

(d) Tracking provided by a Gd
PRh

(z) controller with
φ ′h according to proposed expression (4.17) and
tuned at h f1 = 650 Hz, when the reference frequency
is 656 Hz. |CL(z)|< 1.

Figure 4.13: Experimental tests that compare the effect of a i∗ deviation from f1 = 50 Hz to f1 =
50.46 Hz on a Gd

PRh
(z) controller tuned at h = 13, when φ ′h = 0 and φ ′h according to proposed

expression (4.17) are employed. Note that the latter avoids the anomalous gain peak. Ch1 is the
reference i∗ and Ch2 is the actual current i. In both cases, KPT = 15 and KIh = 2000.

[45, 51, 65, 68, 70, 225, 230, 246, 260, 276, 298].

4.5.1.2 Sensitivity Minimization in VPI controllers

Two Gd
VPIh

controllers are tested in Fig. 4.15 at h f1 = 1300 Hz: one with φ ′h = 0 and another
one with φ ′h according to proposed expression (4.18). In both cases, Kh = 50.

As expected, Figs. 4.15a and 4.15c corroborate that perfect tracking is achieved when the
reference frequency coincides with h f1. However, when small f1 deviations are tested, a sig-
nificant difference can be appreciated between the results obtained with the different leading
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(a) Tracking provided by a Gd
PRh

(z) controller
with φ ′h = 2.2698 rad≈ ∠GPL(e jhω1Ts) and tuned at
h f1 = 750 Hz, when the reference frequency is
750 Hz. |CL(z)| ≈ 1.

(b) Tracking provided by a Gd
PRh

(z) controller
with φ ′h = 2.2698 rad≈ ∠GPL(e jhω1Ts) and tuned at
h f1 = 750 Hz, when the reference frequency is
744 Hz. Note the different scale in Ch2 with respect
to the other figures, due to the anomalous gain peak:
|CL(z)| � 1.

(c) Tracking provided by a Gd
PRh

(z) controller with
φ ′h according to proposed expression (4.17) and
tuned at h f1 = 750 Hz, when the reference frequency
is 750 Hz. |CL(z)| ≈ 1.

(d) Tracking provided by a Gd
PRh

(z) controller with
φ ′h according to proposed expression (4.17) and
tuned at h f1 = 750 Hz, when the reference frequency
is 744 Hz. |CL(z)|< 1.

Figure 4.14: Experimental tests that compare the effect of a i∗ deviation from f1 = 50 Hz to
f1 = 49.6 Hz on a Gd

PRh
(z) controller tuned at h = 15, when φ ′h = 2.2698 rad≈ ∠GPL(e jhω1Ts)

and φ ′h according to proposed expression (4.17) are employed. Note that the latter avoids the
anomalous gain peak. Ch1 is the reference i∗ and Ch2 is the actual current i. In both cases,
KPT = 25 and KIh = 2000.

angles. Fig. 4.15b shows a very high gain anomalous peak when the reference frequency is
1303 Hz and φ ′h = 0 (note the different scale in Ch2). On the contrary, it has been checked that
the proposed φ ′h assures that the closed-loop gain |CL(z)| is not higher than unity at any fre-
quency (η26 ≈ 1). Particularly, Fig. 4.15d proves that no amplification of i∗ appears at 1303 Hz
when φ ′h is chosen to satisfy (4.18).

In this manner, the high stability margins and avoidance of closed-loop anomalous peaks
provided by (4.18) have been proved.
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(a) Tracking provided by a Gd
VPIh

(z) controller with
φ ′h = 0 and tuned at h f1 = 1300 Hz, when the refer-
ence frequency is 1300 Hz. |CL(z)| ≈ 1.

(b) Tracking provided by a Gd
VPIh

(z) controller with
φ ′h = 0 and tuned at h f1 = 1300 Hz, when the refer-
ence frequency is 1303 Hz. Note the different scale
in Ch2 with respect to the other figures, due to the
anomalous gain peak: |CL(z)| � 1.

(c) Tracking provided by a Gd
VPIh

(z) controller with
φ ′h according to proposed expression (4.18) and
tuned at h f1 = 1300 Hz, when the reference fre-
quency is 1300 Hz. |CL(z)| ≈ 1.

(d) Tracking provided by a Gd
VPIh

(z) controller with
φ ′h according to proposed expression (4.18) and
tuned at h f1 = 1300 Hz, when the reference fre-
quency is 1303 Hz. |CL(z)|< 1.

Figure 4.15: Experimental tests that compare the effect of a i∗ deviation from f1 = 50 Hz to f1 =
50.12 Hz on a Gd

VPIh
(z) controller tuned at h = 26, when φ ′h = 0 and φ ′h according to proposed

expression (4.17) are employed. Note that the latter avoids the anomalous gain peak. Ch1 is the
reference i∗ and Ch2 is the actual current i. In both cases, Kh = 50.

4.5.2 APF Operating at Low Switching Frequency

This experiment is carried out to prove the practical validity of the proposed systematic
method to design resonant controllers. An APF application at low switching frequency is se-
lected because it is a very demanding situation, in which most frequencies to be tracked are
higher than the first crossover frequency fc (set by KPT).

The constraint of setting a low switching frequency is actually a requirement in high-power
converters, in which a small fsw is needed in order to reduce switching losses of semiconductor
devices [313–317].
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TABLE 4.2
POWER CIRCUIT VALUES FOR TESTS OF SECTION §4.5.2

Parameter Value
v∗dc 220 V

vS (RMS) 110 V
C 3.3 mF
LF 26.6 mH
RF 2.3 Ω

LS 50 µH
fsw = fs 2 kHz

Figure 4.16: Spectrum of the current iL demanded by the load, in the APF tests. THD= 28.4%.

The experimental lab prototype employed for these tests is the same as the one employed
in chapter §2 (see Fig. 2.11). There are only some particular differences, which are exposed in
the following. As shown in Table 4.2, some of the main parameters are different (in accordance
with the lower switching frequency fsw). The tuning values of the resonant controllers are also
different in this case: the proposed approach based on Nyquist diagrams and sensitivity function
is employed.

The nonlinear load employed in this experiment (instead of the programmable load shown
in Fig. 2.11) is an uncontrolled rectifier with very inductive load, which demands the highly
distorted spectrum shown in Fig. 4.16. Its total harmonic distortion (THD) with respect to the
fundamental component has been computed up to the harmonic 50, which resulted in 28.4%.

Odd harmonics up to 950 Hz, which almost reaches the Nyquist frequency fs/2 = 1 kHz,
are compensated. That is, the current controller GC(z) includes resonant controllers tuned at
h f1, with h ∈ {1,3,5,7,9, ...,19}.

The leading angles are adapted by means of a look-up table in the case of PR controllers and
with a simple linear relation [according to (4.18)] in VPI controllers, as suggested in sections
§4.4.1 and §4.4.2, respectively.

4.5.2.1 APF with PR Controllers

The gain of each Gd
PRh

(z) controller has been set as KIh = 1000 for all h, so a good trade-off
between transient response and selective filtering is obtained.
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Figure 4.17: Nyquist diagram of APF current control GC(z)GPL(z) with PR controller. The
Nyquist plot of KPT GPL(z) is also included for comparison. Note that the proposed design
method effectively maximizes |D(z)| around each resonant frequency.

A target value ηP = 0.5 is selected in order to assure a wide stability margin and a maximum
steady-state error |E(z)|= |I ∗(z)|/ηP = 2 |I ∗(z)|. From section §4.4.1, due to the fact that in
general the closest point of the Nyquist trajectory to (−1,0 j) satisfies that ∠D(z) is low, the
highest closed-loop gain |CL(z)| will be close to 1/ηP−1 = 1. A proportional gain KPT = 25
is obtained in (4.5) to achieve ηP = 0.5.

With this KPT choice, the crossover frequency fc of the KPT GPL(z) system is placed at
150.4 Hz. In this manner, fc is more than a decade below the switching frequency, so there is
no need to further reduce the proportional gain in order to achieve a satisfying filtering of the
commutation harmonics.

Fig. 4.17 represents the Nyquist diagram of GC(z)GPL(z), with GC(z) including all resonant
controllers. It can be observed that the proposed design method effectively maximizes |D(z)|
around each resonant frequency. The asymptote at each h f1 frequency becomes perpendicular
to D(e jhω1Ts) applied to the KPT GPL(z) system, as it was intended in section §4.4.1. Note that
the discrepancy between ηP and the actual minimum distance to the critical point η5 can be
neglected.

The steady-state currents obtained with the prototype are shown in Fig. 4.18. All odd
harmonics up to h = 19 are almost completely canceled by the PR current control, so the source
current, instead of being equal to that of the load, is almost sinusoidal. This fact is corroborated
by the iS spectrum shown in Fig. 4.18b, which lacks the iL harmonics displayed in Fig. 4.16.

The APF transient response when the harmonic compensation is enabled is shown in Fig. 4.19.
Even though this test is quite demanding (very abrupt change in the current reference i∗F) with
respect to the transients that usually take place in APFs, the control exhibits a good transient
response. The most significant harmonic during this transient is the fifth order component. This
finds its explanation in the fact that the Nyquist trajectory is very close to the critical point for
frequencies around 250 Hz (see Fig. 4.17), because in general the damping decreases with D(z)
[324]. This is an inherent limitation of the PR controller, which does not cancel the effect of



126 CHAPTER 4. NYQUIST DIAGRAMS AND SENSITIVITY FUNCTION

(a) Steady-state currents. (b) Spectrum of source current iS in Fig. 4.18a.
THD= 3.4%.

Figure 4.18: Experimental captures of APF operating at low switching frequency ( fsw = 2 kHz)
and with PR current controller. Ch1 is iF, Ch2 is iS and Ch3 is iL.

Figure 4.19: APF transient performance with PR controller when the harmonic compensation
is enabled.

the plant trajectory. It should be also remarked that, for a fixed ηP, the selected φ ′h according to
(4.17) assures a large damping factor among its possible values. In any case, if desired, damp-
ing could be increased more by selecting a greater ηP than 0.5. This may be interesting, for
instance, in case of fluctuating loads.

4.5.2.2 APF with VPI controllers

The gains of each VPI controller have been set as Kh = 50 in order to obtain an adequate
compromise between selectiveness and transient response speed [56, 57].

Fig. 4.20 represents the Nyquist diagram of GC(z)GPL(z). An effective maximization of
|D(z)| is achieved at all frequencies by means of the proposed design method. The stability
margins verify GMh� 0, PMh ≈ π/2 and ηh ≈ 1 for all h. The worst case is that of the first
resonant frequency (h = 1): η1 = 0.82 (at 37.8 Hz), which is still quite close to unity.

Fig. 4.21a, which shows the steady-state performance of the APF, proves that the filtered iS
is almost sinusoidal. Its harmonic spectrum, shown in Fig. 4.21b, is as good as that achieved
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Figure 4.20: Nyquist diagram of APF current control GC(z)GPL(z) with VPI controllers. Note
that the actual minimum distance to the critical point η1 = 0.82 is close to 1; the proposed
design method effectively maximizes |D(z)| around each resonant frequency: GMh� 0, PMh≈
π/2 and ηh ≈ 1 ∀h.

(a) Steady-state currents. (b) Spectrum of source current iS in Fig. 4.21a.
THD= 3.5%.

Figure 4.21: Experimental captures of APF operating at low switching frequency ( fsw = 2 kHz)
and with VPI current controllers. Ch1 is iF, Ch2 is iS and Ch3 is iL.

with the PR control: all the odd harmonics are almost completely canceled.
Fig. 4.22 proves that the VPI controllers provide a satisfying transient response. It is also

interesting to note that, while in the PR controller some harmonics were more dominant during
transients than others, in VPI controllers the amplitudes of each harmonic decay with a similar
speed. This is due to the fact that, as shown in Fig. 4.20, the distance between the Nyquist
plot and the critical point is very large for all frequencies. This difference between the transient
response of PR controllers and VPI controllers is in agreement with the comparison presented
in [25] between their equivalent controllers in synchronous reference frame: conventional PI
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Figure 4.22: APF transient performance with VPI controllers when the harmonic compensation
is enabled.

controllers without cross-coupling decoupling and complex vector PI controllers, respectively.
In [25] it was concluded that in the former the transient response was very dependent on the
value of the resonant frequency, but in the latter it was quite independent.

4.6 Conclusions
In this chapter, both PR and VPI resonant controllers including delay compensation, and

aimed at current control in VSCs with plants that can be modeled as L filters, are analyzed by
means of Nyquist diagrams. The effect of each freedom degree on the trajectories is studied,
and their relation with the sensitivity function and its peak value is assessed. It is proved that
the minimization of the sensitivity peak permits to achieve a better performance and stability in
resonant controllers rather than by maximizing the gain or phase margins. A systematic method,
supported by closed-form analytical expressions, is proposed to obtain the highest stability and
avoidance of closed-loop anomalous peaks, as well as a significant improvement in transient
response (greater damping): it is achieved by maximization of the Nyquist trajectory distance
to the critical point (minimization of the sensitivity function). Finally, several experimental
tests, including an active power filter operating at low switching frequency and compensating
current harmonics up to the Nyquist frequency, validate the theoretical approach.

Contributions of this chapter have been published in the journal IEEE Transactions on In-
dustrial Electronics [8].



Chapter 5

Conclusions and Future Research

5.1 Conclusions

This dissertation addresses digital resonant current controllers for voltage source converters.
Its main contributions and conclusions are summarized below.

• An exhaustive comparison regarding the performance obtained by a wide variety of dis-
cretization techniques applied to resonant controllers has been presented. The optimum
discrete-time implementation alternatives are assessed, in terms of their influence on the
resonant peak location (capability of achieving zero steady-state error) and phase versus
frequency response (stability). It is proved that some popular implementations, such as
the ones based on two interconnected integrators, cause a large steady-state error unless
the quotient between resonant frequency and sampling frequency is kept low enough.
Discretization methods such as Tustin with prewarping and impulse invariant are demon-
strated to be more advantageous due to their resonant frequency accuracy and positive
influence on stability.

• Alternative implementations based on two interconnected integrators, that overcome the
issues associated to the original ones, have been proposed. These enhanced schemes
achieve higher performance by means of more accurate resonant peak locations and delay
compensation, while maintaining the advantage on low computational burden and good
frequency adaptation of the original ones.

• It is proved that to minimize the sensitivity peak permits to achieve a better performance
and stability in resonant controllers than to maximize the gain or phase margins. The
effect of each freedom degree on the Nyquist trajectories is studied, and their relation
with the distance to the critical point (inverse of the sensitivity function) is established.
A systematic method, supported by closed-form analytical expressions, is proposed to
obtain the highest stability and avoidance of closed-loop anomalous peaks, as well as
an improved transient response (greater damping): it is achieved by minimization of the
sensitivity function and its peak value.

129
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5.2 Publications
Research work included in the dissertation has been published in three JCR-indexed jour-

nal papers [3, 5, 8] and two conference papers [14, 16]. The contributions of each paper are
summarized in the following.

• The analysis of the performance obtained by different discretization methods applied to
resonant controllers (chapter §2) is included in the journal IEEE Transactions on Power
Electronics [3]. Some conclusions regarding the particular case of proportional-resonant
controllers without delay compensation have been presented at IEEE Industrial Electron-
ics Society Conference (IECON) 2009 [14].

• The proposals for enhancing the performance of the implementations based on two inter-
connected integrators (chapter §3) have been been presented at IEEE Energy Conversion
Congress and Exposition (ECCE) 2010 [16] and published with more depth in the journal
IEEE Transactions on Power Electronics [5].

• The analysis and design methodology based on Nyquist diagrams and sensitivity function
(chapter §4) has been published in the journal IEEE Transactions on Industrial Electronics
[8].

5.3 Future Research
It is expected to perform further research on the topics exposed in this thesis with regard to

the application of resonant controllers to several promising applications.

• It is suggested to perform research on the optimization of transient response of resonant
controllers in order to assure fast response for distributed power generation systems in
case of faults (low voltage ride through).

• Torque ripple in electric machines can be minimized by selective closed-loop control of
certain current harmonics. Particularizations of the contributions of this thesis to this ap-
plication can be studied, with special emphasis on the issues associated to the implemen-
tation of resonant controllers in a fundamental positive-sequence synchronous reference
frame.

• Certain current harmonics may be injected in multi-phase drives for several objectives,
including fault-tolerance and increase of average torque. Due to the need for tracking
several frequencies and sequences simultaneously, it seems to be a promising field for
application of resonant controllers.

• It has been recently assessed that inverters‘ dead-times can be specially problematic in
multi-phase applications, in which low frequency voltage components give rise to greater
currents (and, hence, losses) than in three-phase systems. The selective nature of resonant
controllers could provide satisfying results for active compensation of these undesired
effects.
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Appendix A

Mathematical Development of Expressions
for Chapter 2

A.1 Discretization of Resonant Controllers without Delay Com-
pensation

A.1.1 Zero-Order Hold

Discretization of R1h(s) with the zero-order hold (ZOH) method yields

R zoh
1h

(z) = (1− z−1) Z

{
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(A.1)

Discretization of R2h(s) with the ZOH method yields

R zoh
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(A.2)
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A.1.2 First-Order Hold
Discretization of R1h(s) with the first-order hold (FOH) method yields
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Discretization of R2h(s) with the FOH method yields
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(A.4)

A.1.3 Forward Euler
Discretization of R1h(s) with the forward Euler method yields
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z−1 (1− z−1)Ts

(1− z−1)2 + z−2h2ω2
1 T 2

s
= Ts

z−1− z−2

1−2z−1 + z−2(h2ω2
1 T 2

s +1)
.

(A.5)
Discretization of R2h(s) with the forward Euler method yields

R f
2h
(z) =

(
1−z−1

z−1Ts

)2

(
1−z−1

z−1Ts

)2
+h2ω2

1

=
(1− z−1)2

(1− z−1)2 + z−2h2ω2
1 T 2

s
=

1−2z−1 + z−2

1−2z−1 + z−2(h2ω2
1 T 2

s +1)
.

(A.6)

A.1.4 Backward Euler
Discretization of R1h(s) with the backward Euler method yields

Rb
1h
(z) =

1−z−1

Ts(
1−z−1

Ts

)2
+h2ω2

1

=
(1− z−1)Ts

(1− z−1)2 +h2ω2
1 T 2

s
= Ts

1− z−1

(h2ω2
1 T 2

s +1)−2z−1 + z−2 . (A.7)
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Discretization of R2h(s) with the backward Euler method yields

Rb
2h
(z) =

(
1−z−1

Ts

)2

(
1−z−1

Ts

)2
+h2ω2

1

=
(1− z−1)2

(1− z−1)2 +h2ω2
1 T 2

s
=

1−2z−1 + z−2

(h2ω2
1 T 2

s +1)−2z−1 + z−2 . (A.8)

A.1.5 Tustin

Discretization of R1h(s) with the Tustin method yields

R t
1h
(z) =

2
Ts

1−z−1

1+z−1(
2
Ts

1−z−1

1+z−1

)2
+h2ω2

1

=
2 (1− z−1) (1+ z−1)Ts

4 (1− z−1)2 +(1+ z−1)2h2ω2
1 T 2

s

= 2Ts
1− z−2

(h2ω2
1 T 2

s +4)+ z−1(2h2ω2
1 T 2

s −8)+ z−2(h2ω2
1 T 2

s +4)
.

(A.9)

Discretization of R2h(s) with the Tustin method yields

R t
2h
(z) =

(
2
Ts

1−z−1

1+z−1

)2

(
2
Ts

1−z−1

1+z−1

)2
+h2ω2

1

=
4 (1− z−1)2

4 (1− z−1)2 +(1+ z−1)2h2ω2
1 T 2

s

= 4
1−2z−1 + z−2

(h2ω2
1 T 2

s +4)+ z−1(2h2ω2
1 T 2

s −8)+ z−2(h2ω2
1 T 2

s +4)
.

(A.10)

A.1.6 Tustin with Prewarping

Discretization of R1h(s) with the Tustin with prewarping method yields

R tp
1h
(z) =

hω1

tan
(

hω1Ts
2

) 1−z−1

1+z−1[
hω1

tan
(

hω1Ts
2

) 1−z−1

1+z−1

]2

+h2ω2
1

=
1

hω1

tan
(

hω1Ts
2

)
1−z−1

1+z−1

(1−z−1)2

(1+z−1)2 + tan2
(

hω1Ts
2

)

=
1

hω1

sin
(

hω1Ts
2

)
cos
(

hω1Ts
2

)
(1− z−1) (1+ z−1)

cos2
(

hω1Ts
2

)
(1− z−1)2 + sin2

(
hω1Ts

2

)
(1+ z−1)2

=
sin(hω1Ts)

2hω1

(1− z−1) (1+ z−1)

cos2
(

hω1Ts
2

)
(1−2 z−1 + z−2)+ sin2

(
hω1Ts

2

)
(1+2 z−1 + z−2)

=
sin(hω1Ts)

2hω1

1− z−2

1−2z−1 cos(hω1Ts)+ z−2 .

(A.11)
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Discretization of R2h(s) with the Tustin with prewarping method yields

R tp
2h
(z) =

[
hω1

tan
(

hω1Ts
2

) 1−z−1

1+z−1

]2

[
hω1

tan
(

hω1Ts
2

) 1−z−1

1+z−1

]2

+h2ω2
1

=

(1−z−1)2

(1+z−1)2

(1−z−1)2

(1+z−1)2 + tan2
(

hω1Ts
2

)

=
cos2

(
hω1Ts

2

)
(1− z−1)2

cos2
(

hω1Ts
2

)
(1− z−1)2 + sin2

(
hω1Ts

2

)
(1+ z−1)2

= cos2
(

hω1Ts

2

)
1−2 z−1 + z−2

cos2
(

hω1Ts
2

)
(1−2 z−1 + z−2)+ sin2

(
hω1Ts

2

)
(1+2 z−1 + z−2)

= cos2
(

hω1Ts

2

)
1−2z−1 + z−2

1−2z−1 cos(hω1Ts)+ z−2 .

(A.12)

A.1.7 Zero-Pole Matching
The poles of R1h(s) are s = jhω1 and s =− jhω1, and its zero is s = 0. Therefore, the poles

of the discrete-time transfer function are z = e j hω1Ts and z = e− j hω1Ts , and its zero is z = e0 = 1:

R zpm
1h

(z) = Kd
z−1(

z− e j hω1Ts
)(

z− e− j hω1Ts
)

= Kd
z−1

[z− cos(hω1Ts)− j sin(hω1Ts)] [z− cos(hω1Ts)+ j sin(hω1Ts)]

= Kd
z−1

[z− cos(hω1Ts)]
2− [ j sin(hω1Ts)]

2

= Kd
z−1

z2 + cos2 (hω1Ts)−2 z cos(hω1Ts)+ sin2 (hω1Ts)

= Kd
z−1− z−2

1−2z−1 cos(hω1Ts)+ z−2 .

(A.13)

The roots of R2h(s) are the same as those of R1h(s), except for the fact that R2h(s) has an
additional zero at the origin:

R zpm
2h

(z) = (z−1)R zpm
1h

(z) = Kd
1−2z−1 + z−2

1−2z−1 cos(hω1Ts)+ z−2 . (A.14)

A.1.8 Impulse Invariant
Discretization of R1h(s) with the impulse invariant method yields

R imp
1h

(z) = Ts Z

{
L−1

[
s

s2 +h2ω2
1

]}
= Ts Z [cos(hω1t)] = Ts

1− z−1 cos(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2 .

(A.15)



A.1. WITHOUT DELAY COMPENSATION 163

Discretization of R2h(s) with the impulse invariant method yields

R imp
2h

(z) = Ts Z

{
L−1

[
s2

s2 +h2ω2
1

]}
= Ts Z [−hω1 sin(hω1t)]

=−hω1Ts
z−1 sin(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2 .

(A.16)

A.1.9 Forward Euler & Backward Euler
Application of Masons´ gain formula [31] to the scheme that results from Fig. 1.22a

(proportional-resonant (PR) controller) when the direct integrator is discretized with forward
Euler, and the feedback one is discretized with backward Euler, yields

G f&b
PRh

(z) = KPh +
KIh

z−1 Ts
1−z−1

1+h2ω2
1

Ts
1−z−1

z−1 Ts
1−z−1

= KPh +
KIhTs z−1(1− z−1)

(1− z−1)2 + z−1h2ω2
1 T 2

s

= KPh +
KIhTs (z−1− z−2)

1+ z−1(h2ω2
1 T 2

s −2)+ z−2 .

(A.17)

Regarding Fig. 2.1 scheme (vector proportional-integral (VPI) controller), the following is
obtained:

G f&b
VPIh

(z) =
KPh +KIh

z−1 Ts
1−z−1

1+h2ω2
1

Ts
1−z−1

z−1 Ts
1−z−1

=
KPh(1− z−1)2 +KIhTs z−1(1− z−1)

(1− z−1)2 + z−1h2ω2
1 T 2

s

=
KPh + z−1(KIhTs−2KPh)− z−2(KIhTs−KPh)

1+ z−1(h2ω2
1 T 2

s −2)+ z−2 .

(A.18)

A.1.10 Backward Euler & Backward Euler + Delay
Application of Masons´ gain formula [31] to the scheme that results from Fig. 1.22a (PR

controller) when both integrators are discretized with backward Euler, and a one step delay is
added in the feedback line, yields

Gb&b
PRh

(z) = KPh +
KIh

Ts
1−z−1

1+h2ω2
1

Ts
1−z−1

z−1 Ts
1−z−1

= KPh +
KIhTs (1− z−1)

(1− z−1)2 + z−1h2ω2
1 T 2

s

= KPh +
KIhTs (1− z−1)

1+ z−1(h2ω2
1 T 2

s −2)+ z−2 .

(A.19)

Regarding Fig. 2.1 scheme (VPI controller), the following is obtained:

Gb&b
VPIh

(z) =
KPh +KIh

Ts
1−z−1

1+h2ω2
1

Ts
1−z−1

z−1 Ts
1−z−1

=
KPh(1− z−1)2 +KIhTs (1− z−1)

(1− z−1)2 + z−1h2ω2
1 T 2

s

=
(KIhTs +KPh)− z−1(KIhTs +2KPh)+ z−2KPh

1+ z−1(h2ω2
1 T 2

s −2)+ z−2 .

(A.20)
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A.1.11 Tustin & Tustin
Application of Masons´ gain formula [31] to the scheme that results from Fig. 1.22a (PR

controller) when both integrators are discretized with Tustin yields

G t&t
PRh

(z) = KPh +
KIh

Ts
2

1+z−1

1−z−1

1+h2ω2
1

(
Ts
2

1+z−1

1−z−1

)2 = KPh +
2 KIhTs (1+ z−1) (1− z−1)

4 (1− z−1)2 +h2ω2
1 T 2

s (1+ z−1)2

= KPh +2 KIhTs
1− z−2

(h2ω2
1 T 2

s +4)+ z−1(2h2ω2
1 T 2

s −8)+ z−2(h2ω2
1 T 2

s +4)
.

(A.21)

Regarding Fig. 2.1 scheme (VPI controller), the following is obtained:

G t&t
VPIh

(z) =
KPh +KIh

Ts
2

1+z−1

1−z−1

1+h2ω2
1

(
Ts
2

1+z−1

1−z−1

)2 =
4 KPh(1− z−1)2 +2 KIh (1+ z−1) (1− z−1)

4 (1− z−1)2 +h2ω2
1 T 2

s (1+ z−1)2

=
4 KPh +2 KIh−8 z−1 KPh + z−2 (4 KPh−2 KIh)

(h2ω2
1 T 2

s +4)+ z−1(2h2ω2
1 T 2

s −8)+ z−2(h2ω2
1 T 2

s +4)
.

(A.22)

A.2 Discretization of Resonant Controllers with Delay Com-
pensation

A.2.1 Zero-Order Hold
Discretization of Rd

1h
(s) with the ZOH method yields

Rd zoh

1h
(z) = (1− z−1) Z

{
L−1

[
Rd

1h
(s)

s

]}
= (1− z−1) Z

{
L−1

[
cos(φ ′h)

s2 +h2ω2
1
−

hω1 sin(φ ′h)
s
(
s2 +h2ω2

1
)]}

= (1− z−1) Z

[
cos(φ ′h)

hω1
sin(hω1t)−

sin(φ ′h)
hω1

+
sin(φ ′h)

hω1
cos(hω1t)

]
=

1− z−1

hω1

[
cos(φ ′h)

z−1 sin(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2 −
sin(φ ′h)
1− z−1

+ sin(φ ′h)
1− z−1 cos(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2

]

=
1

hω1

{
cos(φ ′h)

(z−1− z−2) sin(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2 − sin(φ ′h)
1−2z−1 cos(hω1Ts)+ z−2

1−2z−1 cos(hω1Ts)+ z−2

+ sin(φ ′h)
(1− z−1)

[
1− z−1 cos(hω1Ts)

]
1−2z−1 cos(hω1Ts)+ z−2

}

=
z−1 [sin(φ ′h +hω1Ts)− sin(φ ′h)

]
+ z−2 [sin(φ ′h−hω1Ts)− sin(φ ′h)

]
hω1 [1−2z−1 cos(hω1Ts)+ z−2]

.

(A.23)
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Discretization of Rd
2h
(s) with the ZOH method yields

Rd zoh

2h
(z) = (1− z−1) Z

{
L−1

[
Rd

2h
(s)

s

]}
= (1− z−1) Z

{
L−1

[
s cos(φ ′h)−hω1 sin(φ ′h)

s2 +h2ω2
1

]}
= (1− z−1) Z

[
cos(φ ′h) cos(hω1t)− sin(φ ′h) sin(hω1t)

]
= cos(φ ′h)

(1− z−1)
[
1− z−1 cos(hω1Ts)

]
1−2z−1 cos(hω1Ts)+ z−2 − sin(φ ′h)

(z−1− z−2) sin(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2

=
(1− z−1)cos(φ ′h)− (z−1− z−2)cos(φ ′h−hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2 .

(A.24)

A.2.2 First-Order Hold
Discretization of Rd

1h
(s) with the FOH method yields

Rd foh

1h
(z) =

(1− z−1)2

z−1 Ts
Z

{
L−1

[
Rd

1h
(s)

s2

]}

=
(1− z−1)2

z−1 Ts
Z

{
L−1

[
cos(φ ′h)

s
(
s2 +h2ω2

1
) − hω1 sin(φ ′h)

s2
(
s2 +h2ω2

1
)]}

=
(1− z−1)2

z−1 Ts
Z

{
cos(φ ′h)

[
1

h2ω2
1
− 1

h2ω2
1

cos(hω1t)
]

− sin(φ ′h)
[

t
hω1
− 1

h2ω2
1

sin(hω1t)
]}

=
(1− z−1)2

z−1 h2ω2
1 Ts

{
cos(φ ′h)

[
1

1− z−1 −
1− z−1 cos(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2

]

− sin(φ ′h)
[

z−1 hω1

(1− z−1)2 −
z−1 sin(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2

]}

=
1

h2ω2
1 Ts

{
cos(φ ′h)

[
(z−1)

1−2z−1 cos(hω1Ts)+ z−2

1−2 z−1 cos(hω1Ts)+ z−2

− (z−2+ z−1)
1− z−1 cos(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2

]

− sin(φ ′h)

[
hω1

1−2z−1 cos(hω1Ts)+ z−2

1−2z−1 cos(hω1Ts)+ z−2 −
(1−2 z−1 + z−2) sin(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2

]}

= cos(φ ′h)
(1− z−2) [1− cos(hω1Ts)]

h2ω2
1 Ts [1−2z−1 cos(hω1Ts)+ z−2]

+ sin(φ ′h)
(1+ z−2) [sin(hω1Ts)−hω1]+2 z−1 [hω1 cos(hω1Ts)− sin(hω1Ts)]

h2ω2
1 Ts [1−2z−1 cos(hω1Ts)+ z−2]

.

(A.25)
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Discretization of Rd
2h
(s) with the FOH method yields

Rd foh

2h
(z) =

(1− z−1)2

z−1 Ts
Z

{
L−1

[
Rd

2h
(s)

s2

]}

=
(1− z−1)2

z−1 Ts
Z

[
L−1

(
1

s2 +h2ω2
1

)]
=

z−1
Ts

Rd zoh

1h
(z)

=

[
sin
(
φ ′h +hω1Ts

)
− sin

(
φ ′h
)]
−2z−1 sin(hω1Ts)cos(φ ′h)

hω1Ts [1−2z−1 cos(hω1Ts)+ z−2]

+
z−2 [sin

(
hω1Ts−φ ′h

)
+ sin(φ ′h)

]
hω1Ts [1−2z−1 cos(hω1Ts)+ z−2]

.

(A.26)

A.2.3 Tustin with Prewarping

Discretization of Rd
1h
(s) with the Tustin with prewarping method yields

Rd tp

1h
(z) =

hω1

tan
(

hω1Ts
2

) 1−z−1

1+z−1 cos(φ ′h)−hω1 sin(φ ′h)[
hω1

tan
(

hω1Ts
2

) 1−z−1

1+z−1

]2

+h2ω2
1

=
hω1 (1− z−1) (1+ z−1) tan

(
hω1Ts

2

)
cos(φ ′h)−hω1 (1+ z−1)2 tan2

(
hω1Ts

2

)
sin(φ ′h)

h2ω2
1 (1− z−1)2 +h2ω2

1 (1+ z−1)2 tan2
(

hω1Ts
2

)
=

1
hω1

(1− z−2) cos(φ ′h) sin
(

hω1Ts
2

)
cos
(

hω1Ts
2

)
− (1+ z−1)2 sin(φ ′h) sin2

(
hω1Ts

2

)
(1− z−1)2 cos2

(
hω1Ts

2

)
+(1+ z−1)2 sin2

(
hω1Ts

2

)
=

1
2(1− z−2)cos(φ ′h)sin(hω1Ts)− (1+2z−1 + z−2)sin(φ ′h)sin2

(
hω1Ts

2

)
hω1 [1−2z−1 cos(hω1Ts)+ z−2]

.

(A.27)
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Discretization of Rd
2h
(s) with the Tustin with prewarping method yields

Rd tp

2h
(z) =

[
hω1

tan
(

hω1Ts
2

) 1−z−1

1+z−1

]2

cos(φ ′h)−hω1
hω1

tan
(

hω1Ts
2

) 1−z−1

1+z−1 sin(φ ′h)[
hω1

tan
(

hω1Ts
2

) 1−z−1

1+z−1

]2

+h2ω2
1

=
(1− z−1)2 cos(φ ′h)− (1− z−1) (1+ z−1) tan

(
hω1Ts

2

)
sin(φ ′h)

(1− z−1)2 +(1+ z−1)2 tan2
(

hω1Ts
2

)
=

(1−2 z−1 + z−2) cos(φ ′h) cos2
(

hω1Ts
2

)
− (1− z−2) sin(φ ′h) sin

(
hω1Ts

2

)
cos
(

hω1Ts
2

)
(1−2 z−1 + z−2) cos2

(
hω1Ts

2

)
+(1+2 z−1 + z−2) sin2

(
hω1Ts

2

)
=

1
2(−1+ z−2)sin(φ ′h)sin(hω1Ts)+(1−2z−1 + z−2)cos(φ ′h)cos2

(
hω1Ts

2

)
1−2z−1 cos(hω1Ts)+ z−2 .

(A.28)

A.2.4 Zero Pole Matching

The poles of Rd
1h
(s) are s = jhω1 and s =− jhω1 [the same as for R1h(s), in section §A.1.7],

and its zero is s = hω1 tan(hω1Ts). Therefore, the poles of the discrete-time transfer function
are z = e j hω1Ts and z = e− j hω1Ts , and its zero is z = e tan(φ ′h)hω1Ts:

Rd zpm

1h
(z) = Kd

z− e tan(φ ′h)hω1Ts(
z− e j hω1Ts

)(
z− e− j hω1Ts

)
= Kd

z− e tan(φ ′h)hω1Ts

[z− cos(hω1Ts)− j sin(hω1Ts)] [z− cos(hω1Ts)+ j sin(hω1Ts)]

= Kd
z− e tan(φ ′h)hω1Ts

[z− cos(hω1Ts)]
2− [ j sin(hω1Ts)]

2

= Kd
z− e tan(φ ′h)hω1Ts

z2 + cos2 (hω1Ts)−2 z cos(hω1Ts)+ sin2 (hω1Ts)

= Kd
z−1− z−2e tan(φ ′h)hω1Ts

1−2z−1 cos(hω1Ts)+ z−2 .

(A.29)

The roots of Rd
2h
(s) are the same as those of Rd

1h
(s), except for the fact that Rd

2h
(s) has an

additional zero (at the origin):

Rd zpm

2h
(z) = (z−1)Rd zpm

1h
(z) = Kd

1− z−1
[
1+ etan(φ ′h)hω1Ts

]
+ z−2etan(φ ′h)hω1Ts

1−2z−1 cos(hω1Ts)+ z−2 . (A.30)
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A.2.5 Impulse Invariant

Discretization of Rd
1h
(s) with the impulse invariant method yields

Rd imp

1h
(z) = Ts Z

{
L−1

[
s cos(φ ′h)−hω1 sin(φ ′h)

s2 +h2ω2
1

]}
= Ts Z

[
cos(φ ′h) cos(hω1t)− sin(φ ′h) sin(hω1t)

]
= Ts

[
cos(φ ′h)

1− z−1 cos(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2 − sin(φ ′h)
z−1 sin(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2

]

= Ts
cos(φ ′h)− z−1 [cos(φ ′h) cos(hω1Ts)+ sin(φ ′h) sin(hω1Ts)

]
1−2z−1 cos(hω1Ts)+ z−2

= Ts
cos(φ ′h)− z−1 cos(φ ′h−hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2 .

(A.31)

Discretization of Rd
2h
(s) with the impulse invariant method yields

Rd imp

2h
(z) = Ts Z

{
L−1

[
s2 cos(φ ′h)− s hω1 sin(φ ′h)

s2 +h2ω2
1

]}
= Ts Z

[
−hω1 cos(φ ′h) sin(hω1t)−hω1 sin(φ ′h) cos(hω1t)

]
= hω1Ts

[
− cos(φ ′h)

z−1 sin(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2 − sin(φ ′h)
1− z−1 cos(hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2

]

= hω1Ts
−sin(φ ′h)+ z−1 [sin(φ ′h) cos(hω1Ts)− cos(φ ′h) sin(hω1Ts)

]
1−2z−1 cos(hω1Ts)+ z−2

= hω1Ts
−sin(φ ′h)+ z−1 sin(φ ′h−hω1Ts)

1−2z−1 cos(hω1Ts)+ z−2 .

(A.32)

A.2.6 Forward Euler & Backward Euler

Application of Masons´ gain formula [31] to the scheme that results from Fig. 2.7a [i.e.,
Rd

1h
(s)] when the direct integrator is discretized with forward Euler, and the feedback one is

discretized with backward Euler, yields

Rd f&b

1h
(z) =

cos(φ ′h)
z−1 Ts
1−z−1 −hω1 sin(φ ′h)

Ts
1−z−1

z−1 Ts
1−z−1

1+h2ω2
1

Ts
1−z−1

z−1 Ts
1−z−1

=
Ts cos(φ ′h) z−1(1− z−1)−hω1T 2

s sin(φ ′h) z−1

(1− z−1)2 + z−1h2ω2
1 T 2

s

= Ts
z−1 [cos(φ ′h)−hω1Ts sin(φ ′h)

]
− z−2 cos(φ ′h)

1+ z−1(h2ω2
1 T 2

s −2)+ z−2 .

(A.33)
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Regarding Fig. 2.7b scheme [i.e., Rd
2h
(s)], the following is obtained:

Rd f&b

2h
(z) =

cos(φ ′h)−hω1 sin(φ ′h)
z−1 Ts
1−z−1

1+h2ω2
1

Ts
1−z−1

z−1 Ts
1−z−1

=
cos(φ ′h) (1− z−1)2−hω1Ts sin(φ ′h) z−1(1− z−1)

(1− z−1)2 + z−1h2ω2
1 T 2

s

=
(1−2z−1 + z−2)cos(φ ′h)− (z−1− z−2)hω1Ts sin(φ ′h)

1+ z−1(h2ω2
1 T 2

s −2)+ z−2 .

(A.34)
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Appendix B

Mathematical Development of Expressions
for Chapter 3

B.1 Phase of Plant Model at a Given Frequency

Applying the substitution z = e jωTs in (1.12) [i.e., in GPL(z) expression] leads to

GPL(e jωTs) =
1−ρ−1

RF

e−2 jωTs

1− e− jωTs ρ−1 =
1−ρ−1

RF

cos(2ωTs)− j sin(2ωTs)

1− [cos(ωTs)− j sin(ωTs)]ρ−1 . (B.1)

Multiplication and division by the conjugate of the denominator gives

GPL( e jωTs) =
1− ρ−1

RF

cos(2ωTs)− cos(ωTs)ρ−1

1+ρ−2−2cos(ωTs)ρ−1 + j
1− ρ−1

RF

sin(ωTs)ρ−1− sin(2ωTs)

1+ρ−2−2cos(ωTs)ρ−1 .

(B.2)
The inverse tangent of the imaginary part of (B.2) divided by its real part, gives the phase of

the plant model at a certain frequency ω:

∠GPL(e jωTs) = arctan
(

sin(ωTs)ρ−1− sin(2ωTs)

cos(2ωTs)− cos(ωTs)ρ−1

)
. (B.3)

Equation (3.13) is obtained by evaluation of (B.3) at ω = ωλ .

B.2 Slope of Plant Model Phase at a Given Frequency

To obtain (3.11), the partial derivative of (B.3) with respect to frequency should be devel-
oped:

∂∠GPL(z)
∂ω

(ω) =
∂∠GPL(e jωTs)

∂ω
(ω) =

∂

∂ω

[
sin(ωTs)ρ−1−sin(2ωTs)
cos(2ωTs)−cos(ωTs)ρ−1

]
1+
[

sin(ωTs)ρ−1−sin(2ωTs)
cos(2ωTs)−cos(ωTs)ρ−1

]2 (B.4)
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where

∂

∂ω

[
sin(ωTs)ρ−1− sin(2ωTs)

cos(2ωTs)− cos(ωTs)ρ−1

]
=

=

[
Ts cos(ωTs)ρ−1−2Ts cos(2ωTs)

][
cos(2ωTs)− cos(ωTs)ρ−1]

[cos(2ωTs)− cos(ωTs)ρ−1]
2

−
[
sin(ωTs)ρ−1− sin(2ωTs)

][
−2Ts sin(2ωTs)+Ts sin(ωTs)ρ−1]

[cos(2ωTs)− cos(ωTs)ρ−1]
2

=
−2
[
cos2(ωTs)+ sin2(ωTs)

]
[cos(2ωTs)− cos(ωTs)ρ−1]

2 +
−ρ−2 [cos2(2ωTs)+ sin2(2ωTs)

]
[cos(2ωTs)− cos(ωTs)ρ−1]

2

+
3 ρ−1 [cos(ωTs) cos(2ωTs)+ sin(ωTs) sin(2ωTs)]

[cos(2ωTs)− cos(ωTs)ρ−1]
2

=
−2−ρ−2 +3 ρ−1 cos(ωTs)

[cos(2ωTs)− cos(ωTs)ρ−1]
2

(B.5)

Substitution of (B.5) back in (B.4) leads to

∂∠GPL(z)
∂ω

(ω) =

−2−ρ−2+3 ρ−1 cos(ωTs)

[cos(2ωTs)−cos(ωTs)ρ−1]
2

1+
[

sin(ωTs)ρ−1−sin(2ωTs)
cos(2ωTs)−cos(ωTs)ρ−1

]2

=
−2−ρ−2 +3 ρ−1 cos(ωTs)

[cos(2ωTs)− cos(ωTs)ρ−1]
2
+[sin(ωTs)ρ−1− sin(2ωTs)]

2

=
−2−ρ−2 +3 ρ−1 cos(ωTs)

1+ρ−2−2ρ−1 [cos(ωTs) cos(2ωTs)+ sin(ωTs) sin(2ωTs)]

=−Ts
2+ρ−2−3ρ−1 cos(ωTs)

1+ρ−2−2ρ−1 cos(ωTs)

(B.6)

Finally, evaluation of (B.6) at ω = ωλ results in (3.11).



Appendix C

Mathematical Development of Expressions
for Chapter 4

C.1 KPT Expression as a Function of ηP

The aim is to obtain a closed-form expression to calculate which KPT should be employed in
order to achieve a certain sensitivity peak 1/ηP for the system GC(z)GPL(z) when proportional-
resonant (PR) controllers are employed [i.e., the sensitivity peak of KPT GPL(z)]. First of all, the
frequency ωη , at which |D(z)| has its global minimum ηP, should be found. This frequency
satisfies the following two constraints:

∂
∣∣D(e jωTs)

∣∣
∂ω

(ωη) = 0 (C.1)

∂ 2
∣∣D(e jωTs)

∣∣
∂ω2 (ωη)> 0. (C.2)

Consequently, the first step is to develop an expression of D(z) as a function of ω [i.e., D(e jωTs)],
and then to calculate the first and second partial derivatives of its magnitude (modulus) with re-
spect to ω . From (4.3), the following is obtained:

D(e jωTs) = 1+KPT GPL(e jωTs). (C.3)

Substitution of (B.2) in (C.3) yields

D( e jωTs) =
1+ρ−2−2cos(ωTs)ρ−1 +KPT

1−ρ−1

RF

[
cos(2ωTs)− cos(ωTs)ρ−1]

1+ρ−2−2cos(ωTs)ρ−1

+ j KPT

1− ρ−1

RF

sin(ωTs)ρ−1− sin(2ωTs)

1+ρ−2−2cos(ωTs)ρ−1 .

(C.4)

By application of constraints (C.1) and (C.2) to

∣∣D(e jωTs)
∣∣=√{Re [D(e jωTs)]}2 +{Im [D(e jωTs)]}2 (C.5)
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the general expression for ωη results in

ωη = T−1
s arctan

(
R2

F
(
−2+3 ρ−2− ρ−4)+2RF A

(
1+ρ−2)+KPT RF

(
ρ−3−ρ−2)

RF (1+ρ−2)− A

)
(C.6)

where
A =

√
RF (1−ρ−1) [KPT ρ−2 +RF (1+ρ−1)]. (C.7)

Substitution of ωη in (C.5) gives ∣∣D(e jωη Ts)
∣∣= ηP (C.8)

and finally KPT can be isolated from this equality giving rise to

KPT =
RF

1−ρ−1

(
1−ρ

2 +

{
1
6

ρ
−1 +

1
3

ρ− 1
B

(
1

12
ρ
−1− 2

3
ρ +

4
3

ρ
3
)
− B

12
ρ
−1

+ j

√
3

12

[
1
B
(
ρ
−1−8 ρ +16 ρ

3)−B ρ
−1
]}2) (C.9)

where

B =
[
1+
(
54 η

2
P−12

)
ρ

2 +48 ρ
4−64 ρ

6

+6 ρ ηP

√
3+
(
81 η2

P−36
)

ρ2 +144 ρ4−192 ρ6
]1/3

.
(C.10)

Given the complexity of the operations involved, they are not shown here in full detail. They
were carried out by execution of the Matlab script shown in Fig. C.1 (Matlab 7.1.0.246).

Note that (C.9) corresponds with the F1 function in (4.5). It should be also remarked that the
j in (C.9) is always canceled with the imaginary components that result from the root square in
(C.10), so KPT ∈ R ∀ηP ∈ (0,1).

The complexity of (C.9) is significantly reduced once Ts, RF and LF are replaced with their
particular values for a certain situation, leading to a much more simple equation of the form

KPT = λ1−
[

λ2−
λ3

B
−λ4 B+ j

(
λ5

B
−λ6 B

)]2

(C.11)

where

B =

(
1+λ7 η

2
P +λ8 ηP

√
λ9 +η2

P

)1/3

(C.12)

and λk ∈ R ∀k ∈ {1,2,3, ...,9}.
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02/05/11 11:40 C:\Users\Alex\Desktop\Tesis Alejandro3\Figures\Nyquist\script.m 1 of 1

 1 clear

 2 

 3 syms R L T K w eta %Symbolic variables: 

 4 %R is the ESR or the L filter

 5 %L is the L filter inductance

 6 %T is the sampling period

 7 %K is the total proportional gain

 8 %w is frequency

 9 %eta is the minimum D(z) when only proportional gains are considered

10 

11 %Real and imaginary part of D(z) in (C.3):

12 Re_D=(1+exp(-2*R*T/L)-2*cos(w*T)*exp(-R*T/L))+K*(1-exp(-R*T/L))/R*(cos(2*w*T)-cos(w*T)*exp(-R*T/L)); 

13 Im_D=K*(1-exp(-R*T/L))/R*(sin(w*T)*exp(-R*T/L)-sin(2*w*T));

14 mod_D=sqrt(Re_D^2+Im_D^2)/(1+exp(-2*R*T/L)-2*cos(w*T)*exp(-R*T/L)); %Evaluation of |D(z)|, i.e., (C.5)

15 

16 first_deriv=diff(mod_D,w); %First partial derivative of |D(z)| with respect to w

17 w_extremes=solve(first_deriv,w); %Isolation of w from (C.1)

18 w_extremes=simple(w_extremes); %Simplification

19 

20 second_deriv=diff(first_deriv,w); %Second partial derivative of |D(z)| with respect to w

21 second_deriv=simple(second_deriv); %Simplification

22 

23 %Evaluation of constraint (C.2) in a particular case (specific values for parameters):

24 w_extremes0=subs(w_extremes,R,0.5);w_extremes0=subs(w_extremes0,T,1e-4);w_extremes0=subs(w_extremes0,L,5e-3);

25 w_extremes0=subs(w_extremes0,K,20);w_extremes0=double(w_extremes0);

26 second_deriv0=subs(second_deriv,R,0.5);second_deriv0=subs(second_deriv0,T,1e-4);

27 second_deriv0=subs(second_deriv0,L,5e-3);second_deriv0=subs(second_deriv0,K,20);

28 evaluation_second_deriv=double(subs(second_deriv0,w,w_extremes0)); %Evaluation of constraint (C.2) at w_extremes;

29 for i=1:1:size(w_extremes0,1)

30     if imag(w_extremes0(i))==0 & real(w_extremes0(i))>0 %Frequency should be real and positive

31         if evaluation_second_deriv(i)>0 %If w_extremes0(i) is a minimum

32             if w_extremes0(i)<0.8*pi/1e-4 %To assure that the frequency is not too close to the Nyquist limit

33                 index=i %Identification of the minimum extreme

34             end

35         end

36     end if

37 end

38 w_minimum=simple(w_extremes(index)); %Frequency at which |D(z)| is minimum

39 pretty(w_minimum) %Final solution for (C.6)

40 

41 D_minimum=subs(mod_D,w,w_minimum); %Minimum of |D(z)|, obtained by evaluation of |D(z)| at w_minimum

42 D_minimum=simple(D_minimum); %Simplification

43 K_solution=solve(D_minimum-eta,K); %Isolation of K from (C.8)

44 K_solution=simple(K_solution); %Simplification

45 pretty(K_solution(3)) %Final solution for (C.9)

 

Figure C.1: Matlab script to obtain (C.6) and (C.9).

C.2 φ ′h Expression for ηh Maximization in PR Controllers

The ∠GPL(e jhω1Ts) and ∠D(e jhω1Ts) terms in (4.16) are obtained in the following. Evalua-
tion of (B.3) at ω = hω1 gives

∠GPL(e jhω1Ts) = arctan
(

sin(hω1Ts)ρ−1− sin(2hω1Ts)

cos(2hω1Ts)− cos(hω1Ts)ρ−1

)
. (C.13)

The inverse tangent of the imaginary part of (C.4) divided by its real part, and evaluated at
ω = hω1, yields

∠D(e jhω1Ts) =

= arctan

 sin(hω1Ts)ρ−1− sin(2hω1Ts)
RF

KPT(1−ρ−1)
[1+ρ−2−2cos(hω1Ts)ρ−1]+ cos(2hω1Ts)− cos(hω1Ts)ρ−1

 .

(C.14)
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Appendix D

Further Information About Testing
Facilities

D.1 dSPACE Platform
The dSPACE DS1004 is a rapid control prototyping system that can be mounted in a personal

computer (PC). It is fully programmable from the Simulink block diagram environment. The
dSPACE platform has been employed to implement the digital control for all the experimental
results provided in this thesis. Fig. D.1 shows the block diagram of dSPACE DS1004. The
main components and features of this board are the following.

• Master PowerPC MPC8240 running at 250 MHz.

– 64-bit floating-point processor.

– 2×16 KB cache, on-chip.

– On-chip peripheral component interconnect (PCI) bridge (33 MHz).

• Slave digital signal processor (DSP) (Texas Instruments TMS320F240) running at 20 MHz
for special input/output tasks.

– 16-bit fixed-point processor.

– Memory.

∗ 64K×16 external code memory.
∗ 28K×16 external data memory.
∗ 4K×16 dual-port memory for communication.
∗ 32 KB flash memory.

– Input/ouput channels.

∗ Ten pulsewidth modulation (PWM) outputs.
∗ Four capture inputs.
∗ One serial peripheral interface.

• Four general purpose timers.
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Figure D.1: Block diagram of dSPACE DS1004 platform.

• 8 MB flash memory as program memory.

• 32 MB global synchronous dynamic random memory (SDRAM) for data storage and data
exchange with the host.

• Four 12-bit analog to digital converters (ADCs) and one 12-bit ADC with four multi-
plexed channels.

• Eight 16-bit analog output channels.

• Serial interface with RS232, RS422 and RS485 compatibility.

• Interrupt by host PC, slave DSP, serial interface, five timers, five ADCs, two incremental
encoders and four external inputs (user interrupts).

D.2 Voltage Source Converter
The converter employed for the experiments of this thesis is shown in Fig. D.2. The transis-

tors are Semikron SKM200GB124D insulated-gate bipolar transistors (IGBTs). The driver is
Semikron SKHI22A. The firing signals are sent to the driver by means of optocoupler circuits
Agilent T1521 and R2521 (optical fiber) to avoid electrical interference.

The dc-bus consists of six capacitors of 2.2 mF each, connected as three parallel branches
of two series-connected capacitors. In this manner, the total capacitance results in 3.3 mF.
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Figure D.2: Voltage source converter.

D.3 Chroma Voltage Source

The voltage source Chroma 61501 (shown in Fig. D.3) has been employed in several tests
(those of sections §2.7, §3.5 and §4.5.2) to supply the alternating voltage v ac, which emu-
lates, for example, the grid or the back-electromotive force of an electric machine (see section
§1.2.2). It is able to supply a maximum power of 500 VA, with a voltage up to 300 V. It offers
the possibility of adjusting the dc offset, the output impedance (emulated by means of a current
feedback control circuit; in the range between 0 Ω+200 µH to 1 Ω+1 mH), to simulate power
line disturbance conditions such as voltage dips and interruptions, to synthesize harmonic dis-
torted wave-shapes or to operate as a power amplifier of an external analog signal, among other
functions. It provides measurements such as voltage root mean square (RMS), current RMS,
frequency, true power, power factor and current crest factor.

The voltage output may be configured in two modes: in a range between 0 and 150 V, or
between 0 and 300 V. In the former, the maximum current is 24 A in peak value and 4 A in
RMS; in the latter, both values are halved. In both cases, the voltage resolution is 0.1 V. The
maximum dc power is 250 W, which can be supplied with a combination of current up to 2 A
and voltage up to 212 V, or with current up to 1 A and voltage up to 414 V. The frequency of
the fundamental component can be set between 15 Hz and 1 kHz.

An external analog signal, generated in dSPACE, has been used in section §3.5.3.2 to per-
form a frequency transient.

D.4 Kepco Bidirectional Power Supply

The bidirectional power source KEPCO BOP100-4D (shown in Fig. D.4) provides operation
in the four quadrants, that is, it is able to supply or absorb power. It has been employed for the
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Figure D.3: Chroma 61501 voltage source.

Figure D.4: Kepco BOP100-4D bidirectional power supply.

Figure D.5: HP 6035A power supply.

experimental tests of section §4.5.1, in which it supplies the voltage vac while absorbing a high-
frequency current provided by the voltage source converter (VSC).

It is able to supply a maximum power of 400 W, with an output range of ±100 V and ±4 A.
The output impedance values are 500 µΩ and 500 µF for the series resistance and inductance,
respectively, while the shunt resistance and capacitance are 100 kΩ and 0.1 µF.

D.5 HP Power Supply for DC-Link
The power supply HP 6035A (shown in Fig. D.5) keeps constant the dc-link voltage dur-

ing the tests of section §4.5.1, so that no fundamental current is required, and thus the high-
frequency component can be clearly appreciated.

The maximum output voltage, current and power are 500 V, 5 A and 1050 W, respectively.
To assure that the maximum power is not surpassed, its autoranging output adjusts the values in
the combinations 500 V & 2 A, 350 V & 3 A and 200 V & 5 A. It offers programming accuracy
of 0.25% in voltage and 0.3% in current, and a programming resolution of 125 mV and 1.25 mA.
The output voltage ripple (in the range between 20 Hz and 20 MHz) is 160 mV peak-to-peak and
50 mV in RMS, while the current ripple is 50 mA in RMS. The transient response time is 5 ms
with a step change of 10%. The dc floating voltage is between ±500 V.

D.6 Programmable Load
The programmable load Hocherl & Hackl ZSAC426 (shown in Fig. D.6) is employed in sec-

tions §2.7 and §3.5 to demand a distorted current. The operating ranges are 0−6 A, 0−260 V,
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Figure D.6: Hocherl & Hackl ZSAC426 programmable load.

Figure D.7: Tektronix TPS2014 digital oscilloscope.

2− 2000 Ω and 0− 400 W. The nominal power value can be considered with ambient tem-
perature up to 21◦C, and a derating of −1.2%/◦C should be taken into account for higher
temperatures. The current accuracy is 0.5% of setting and 0.3% of range, while the resistance
accuracy is 1.5% of setting and 0.5% of range. The frequency range of the fundamental com-
ponent is between 40 Hz and 700 Hz. The current harmonic distortion for sinusoidal output
at 50 Hz or 60 Hz is lower than 1%, and greater at higher frequencies. The input capacitance
is 1.5 µF/1400 W. It is able to provide proper functionality between operating temperatures
between 5◦C and 40◦C. It can work as an amplifier of an external analog signal in the range
0−3.5 V or 0−7 V, with an accuracy of 0.5%±15 mV of setting and 2%±30 mV.

The frequency of the fundamental component of its current is automatically adjusted to
match that of the voltage in its terminals. This property is used in the tests of section §3.5.3.2,
in which a frequency transient is performed.

Additionally, it offers the possibility of being programmed by means of an interface, with 16
bit resolution in settings and 18 bit resolution in measurements. This is the procedure through
which the harmonic currents have been programmed.

D.7 Measurements

Measurements are done with the TPS2014 digital oscilloscope from Tektronix (shown in
Fig. D.7) . This is a digital oscilloscope with four fully isolated channels with 100 MHz
bandwidth (1 GS/s). It is equipped with the TPS2PWR1 power measurement and analysis
software, that allows, among others functions, to display harmonic spectrum of a waveform and
to calculate the total harmonic distortion (THD) up to the 50th harmonic.

The current transducers for the input channels of the dSPACE platform are closed-loop
(compensated) LEM transducers LA 55-P, based on Hall effect. The primary nominal RMS
current is 50 A, and its measuring range is between ±70 A. The accuracy (with ambient tem-
perature of 25◦C and supply voltage of 15 V± 5%) is 0.65%. The linearity error is less than
0.2%. In order to employ it for lower current values, five turns are used in the primary. Its offset
current (at 25◦C) is ±0.2 mA, its maximum residual current (after an overload of three times



182 APPENDIX D. FURTHER INFORMATION ABOUT TESTING FACILITIES

3.3. ADAPTACIÓN DE LOS MODELOS 221

Señal Símbolo Canal dSPACE Factor
Tensión de red Eg ADCH7 -100

Tensión del bus DC Udc ADCH8 -100
Corriente de carga I_load ADCH6 -20
Corriente del �ltro I_conv ADCH5 -20

Tabla 3.3: Factores por los que habrá que multiplicar internamente en el
programa las señales de entrada

Figura 3.4: Placas de circuitos electrónicos para los sensores de tensión (iz-
quierda) y de corriente (derecha)

Figura 3.5: Caja con los circuitos de acondicionamiento de las señales de
corriente y de tensión

Figure D.8: Box including voltage and current sensors, as well as their conditioner circuits.

Figure D.9: Inductors.

the nominal primary current) is ±0.3 mA, its maximum thermal drift is ±0.6 mA, its reaction
time (with 10% of the maximum primary current) is lower than 500 ns, its response time (with
90% of the maximum primary current) is lower than 1 µs and the maximum current derivative
accurately followed is 200 A/µs. The frequency bandwidth (-1 dB) is 200 kHz. The ambient
operating temperature is between −25◦C and 85◦C.

Each of the voltage transducers for the input channels of the dSPACE platform is based
on a measuring resistor (with value selected depending on the range of voltages to measure in
each case) and a closed-loop (compensated) LEM transducer LV 25-P. The primary nominal
RMS current of the LEM sensor is ±10 mA, and its measuring range is between ±14 mA. The
secondary nominal current is 25 mA. The accuracy (with ambient temperature of 25◦C and
supply voltage of 15 V±5%) is 0.8%. The linearity error is less than 0.2%. Its offset current
(at 25◦C) is ±0.15 mA, its maximum variation with temperature is ±0.35 mA and its response
time (with 90% of the maximum primary current) is 40 µs. The frequency bandwidth (-1 dB) is
200 kHz. The ambient operating temperature is between 0◦C and 70◦C.

Both current and voltage transducers, as well as their conditioner circuits, are placed inside
the box shown in Fig. D.8.



D.8. INDUCTORS 183

D.8 Inductors
The inductors (shown in Fig. D.9) employed in most of the experiments are made of EPCOS

ferrite (type N27) cores E 70/33/32. The inductance and equivalent series resistance (ESR) have
been measured with an inductance analyzer; their values are, respectively, 5 mH and 0.5 Ω.
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